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#### Abstract

Motivated by the trade-off between exploitation and exploration in reinforcement learning, we study a continuous-time entropy-regularized mean-variance portfolio selection problem in the presence of jumps. We propose an exploratory SDE for the wealth process associated with multiple risky assets which exhibit Lévy jumps. In contrast to the existing literature, we study the limiting behavior of the natural discrete-time formulation of the wealth process associated with a randomized control in order to derive the continuous-time dynamics. We then show that an optimal distributional control of the continuous-time entropy-regularized exploratory mean-variance problem is still Gaussian despite being in jump models. Moreover, the respective optimal wealth process solves a linear SDE whose representation is explicitly obtained.
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## 1. Introduction

1.1. The problem. The mean-variance (MV) portfolio optimization problem pioneered by Markowitz [23] is one of the most popular criteria in the portfolio selection theory due to its simple and natural formulation in dealing with the two important aspects of investment, namely, risk and return. In the MV model, investors aim to minimize the variance, which quantifies the risk, of the terminal wealth of their portfolios while targeting a prespecified expected value of the terminal wealth. This criterion therefore effectively reflects a trade-off between the risk and expected return in an intuitive way. After Markowitz's foundational works, the MV approach has attracted considerable attention with numerous extensions and applications. For example, among other works in the continuous-time setting when the financial market is driven by a multidimensional Brownian motion, Zhou and Li [31] investigate the MV problem in terms of stochastic linear-quadratic (LQ) optimization using an embedding method. After that, Li et al. [20] introduce the Lagrange multiplier method to transform the MV problem to an unconstrained stochastic LQ control problem so that standard techniques are applicable. As the literature on the MV criterion is vast, we refer the reader to [30] for a review on this topic.

The classical model-based MV problem, where model assumptions are predescribed, has been fairly well investigated and quite completely solved in various settings with analytical solutions. To apply these results in practice, one usually needs to estimate model parameters based on historical data of the underlying asset prices accumulated during trading. Nevertheless, it is widely acknowledged that it is difficult to estimate those parameters with an applicable accuracy, and furthermore, classical optimal MV strategies frequently exhibit high sensitivity to those parameters which then might become practically sub-optimal due to estimation error.

In recent years, reinforcement learning (RL) methods, which have increasingly attracted more attention in quantitative finance, become a promising approach to overcome those practical difficulties. By and large, RL algorithms iteratively execute randomized controls for some period (or, episode) and apply the data which has been collected over the previous periods to update the unknown model parameters and the randomized control, see, e.g., $[17,26]$ for RL algorithms in a continuous-time stochastic control setting. The randomization of the controls reflects the trade-off between exploration (learning the unknown investment environment) and exploitation (optimizing adaptively to the updated model parameters). Thus, RL algorithms can produce (nearly) optimal solutions without the need of statistically estimating the model parameters beforehand. The reader is referred to [12] for an overview to recent developments and applications of RL in finance.

[^0]The iterative construction of the randomized controls in the algorithms mentioned above relies on an entropy-regularized formulation of the stochastic control problem. Here, the entropy regularization rewards exploration and leads to the optimality of distribution-valued (or, relaxed) controls. Recently, Wang and Zhou [27] introduced such an entropy-regularized exploratory SDE framework for the MV problem in a Black-Scholes environment. To be more precise and for easier explanation, let us introduce some notations. Let $T>0$ be a fixed finite time horizon and $W=\left(W_{t}\right)_{t \in[0, T]}$ a standard 1-dimensional Brownian motion. The exploratory SDE for the wealth process $X^{\pi}=\left(X_{t}^{\pi}\right)_{t \in[0, T]}$ under an admissible control $\pi=\left(\pi_{t}\right)_{t \in[0, T]}$, which is a distribution-valued stochastic process and where $\pi_{t}$ is the probability density function of the exploration law at time $t$, is heuristically derived and has the following form

$$
\begin{equation*}
\mathrm{d} X_{t}^{\pi}=\mu_{t} b \mathrm{~d} t+\sqrt{\mu_{t}^{2}+\sigma_{t}^{2}} a \mathrm{~d} W_{t} \tag{1.1}
\end{equation*}
$$

Here, the drift $b \in \mathbb{R}$ and volatility $a>0$ are unknown constants, $\mu_{t}:=\int_{\mathbb{R}} u \pi_{t}(u) \mathrm{d} u$ represents the mean and $\sigma_{t}^{2}:=\int_{\mathbb{R}} u^{2} \pi_{t}(u) \mathrm{d} u-\mu_{t}^{2}$ the variance of the distribution of exploration at time $t$. We refer to [27, 28] for the motivation and derivation of (1.1). To encourage and quantify the exploration process, Wang and Zhou [27] incorporate a differential entropy term to the objective function and the classical MV problem then becomes an entropy-regularized exploration MV problem. The authors then prove that the optimal feedback distributional control is Gaussian with time-decaying variance. Moreover, via a simulation study it is also illustrated in [27] that the RL approach for solving the MV problem significantly improves some other methods such as the traditional maximum likelihood estimate (MLE) and the deep deterministic policy gradient (DDPG). The approach as in [27, 28] has been extended in various contexts, see, e.g., [7, 10, 29].

It is, however, widely acknowledged that models with jumps are more appropriate to describe the fluctuation of asset prices, see, e.g., [1, 5]. Following this direction, many researchers have extensively studied the classical MV problem and its variants in several jump models, see, e.g., [16, 21, 24] and the references therein. Then a question naturally arises: How would the continuous-time entropy-regularized exploratory MV problem and its solutions be like if the asset prices exhibit jumps? To address this question, one first needs to describe the exploratory SDE with jumps for the respective wealth process.

In contrast to the models built upon the Brownian framework by Wang and Zhou [27] and by Wang et al. [28], where the exploratory SDE for the wealth/controlled process can be heuristically inferred from knowing its first two conditional moments only, models with jumps are quite involved as, in general, one has to test against various other functions rather than the linear and quadratic functions to detect the distributional behavior of jumps. In fact, these test functions essentially depend on the jump activities of the underlying asset price process. Hence, the derivation for the exploratory SDE based on first two moments in [27, 28] is seemingly not applicable for jump models, at least in a straightforward way. To deal with this problem, we exploit the linear dependence on controls of the wealth process and propose a different argument to derive the exploratory SDE.
1.2. Our contributions and discussions. Let $D \in \mathbb{N}$ and assume that the log-price process of $D$ risky assets is a weak solution of an SDE driven by a $D$-dimensional Lévy process $L$. Here $L$ includes, but not necessarily simultaneously, a Brownian motion $W$ and an independent pure-jump Lévy process $J$, both are $D$-dimensional. Except the square integrability, there are no additional assumptions imposed on the Lévy measure.
1.2.1. Continuous-time exploratory SDE with Lévy jumps. To derive an exploratory SDE for the wealth process, we begin with a discrete-time dynamic of the wealth under an exploration procedure, see Section 3.2.1. In $[27,28]$, the authors first average out realizations of distributional controls on each discretetime sub-interval using a law of large numbers, and then combine them all together to infer the dynamic on entire $[0, T]$. Here, unlike the argument in [27, 28], we first explicitly model randomized controls on discrete-time partitions of $[0, T]$ and identify a family of discrete-time integrators which incorporate the additional "exploration noise". To do that, we need to handle the additional randomness caused by exploration differently for the Brownian and for the jump component which can be roughly described as follows:

- For the Brownian part, thanks to the linear structure with respect to the control, one can (partially) separate the original randomness caused by the asset prices and the randomness caused by exploration in an appropriate way, see Section 3.2.3.
- For the jump component, we employ a suitable $D^{2}$-dimensional random measure to simultaneously capture both sources of randomness, see Section 3.2.4.

Then, by refining the discrete time points, we show in Theorem 3.5 below that the stochastic integrators of our discrete-time scheme converge in distribution to a multidimensional Lévy process. This limit theorem gives rise to a natural continuous-time formulation of the exploratory control problem with entropy regularization. Note that randomized controls on discrete-time grids have recently been considered in [ 8,26$]$ for diffusion models. However, [26, Theorem 2.2] investigates the limiting behavior of the cost of such controls and [8, Lemma 4] describes the convergence of the optimal control density, while we apply this discretization to infer the structure of the continuous-time "exploration noise".

We also remark that the heuristic passage to the limit in the existing literature [27, 28] only yields information about the conditional mean and covariance of the continuous-time controlled system. It, thus, allows for many different SDE representations, even in the case of no jumps, as discussed below. In contrast, our derivation identifies a specific SDE formulation, which we consider a natural choice for modeling exploration in the continuous-time framework.
1.2.2. Problem formulation in multidimensional setting. We consider $D$ risky assets with jumps and derive the continuous-time dynamics of the wealth process with exploration, see SDE (3.5) and Remark 3.6 for further discussion.

Let us compare our exploratory SDE with other works in the case of no jumps. Since we use a different argument, our exploratory SDE unsurprisingly takes a different form from (1.1) in [27]. If $D=1$, then the dynamic of wealth under a distributional control $\pi$ in our setting particularly becomes

$$
\begin{equation*}
\mathrm{d} X_{t}^{\pi}=\mu_{t} b \mathrm{~d} t+\mu_{t} a \mathrm{~d} W_{t}+\sigma_{t} a \mathrm{~d} \mathcal{W}_{t} \tag{1.2}
\end{equation*}
$$

where $\mathcal{W}$ is a 1 -dimensional Brownian motion independent of $W$. We notice that $X^{\pi}$ in (1.1) and in (1.2) have the same distribution. However, differently from (1.1), in our SDE (1.2) the exploration randomness represented by $\mathcal{W}$ is separated from the noise $W$ caused by asset prices. One also remarks that the SDE in form of (1.2) has been recently considered in [7, 29]. Nevertheless, when $D>1$, the authors in [7, 29] use an additional 1-dimensional Brownian motion to model the exploration (i.e. $\mathcal{W}$ is 1-dimensional), while, according to our analysis, it suggests to use a $D^{2}$-dimensional Brownian motion (i.e. $\mathcal{W}$ is $D^{2}$-dimensional).
1.2.3. Optimal distributional control and wealth process. Following [27], we first use the Lagrange multiplier method to transform the exploratory MV problem to an entropy-regularized quadratic-loss control problem and then apply the dynamic programing principle to find its solutions.

We show in Theorem 4.10 that, among admissible distributional controls which are not necessarily in the feedback form, an optimal solution is Gaussian which is still obtained in a feedback form. As a feature of our approach, the respective optimal wealth process satisfies a linear SDE (see (4.23)) which allows us to find its expression in a closed-form (see (4.27) and (C.1)). As a consequence, the Lagrange multiplier is also explicitly obtained (see (4.28) and (C.4)). Moreover, the value function has a quadratic form with respect to the wealth variable whose coefficients are solutions to a system of partial integro-differential equations (PIDEs). In particular, in the case of no jumps and $D=1$ and with constant coefficients, our value function coincides with that in [27], see Example 4.16.
1.3. Structure of the article. In Section 2, we introduce the notation and recall the classical MV problem. The derivation of the continuous-time exploratory SDE with Lévy jumps is presented in Section 3. In Section 4, we study the entropy-regularized exploratory MV problem, investigate its closed-form solutions, and discuss the Lagrange multipliers. Section 5 is devoted to present the proof of weak convergence of the discrete-time integrators (Theorem 3.5).

## 2. Preliminaries

2.1. Notations. Let $D \in \mathbb{N}:=\{1,2, \ldots\}$. For $a, b \in \mathbb{R}$, we use the usual notations $a \wedge b:=\min \{a, b\}$ and $a \vee b:=\max \{a, b\}$. For $a<b$, let $\int_{a}^{b}:=\int_{(a, b]}$. Notation log indicates the natural logarithm. Sub-indexing a symbol by a label means the place where that symbol appears. We also use the conventions $\inf \emptyset:=\infty$ and $\sum_{i \in \emptyset}=\int_{\emptyset}:=0$.
2.1.1. Vector spaces and matrices. Let $\|\cdot\|$ be the usual Euclidean norm and $\left(\mathbf{e}_{d}\right)_{d=1}^{D}$ the natural basis in $\mathbb{R}^{D}$. For $r>0$, we set $B_{D}(r):=\left\{x \in \mathbb{R}^{D}:\|x\|<r\right\}$ and $B_{D}^{c}(r):=\mathbb{R}^{D} \backslash B_{D}(r)$.

All vectors are written in the column form. For a vector $x$ we use the notation $x^{(i)}$ or $[x]^{(i)}$ to denote its $i$-th component. For a matrix $A$,

- $A^{(i, j)}$ or $[A]^{(i, j)}$ is the element in the $i$-th row and $j$-th column of $A$;
- if $A$ is a $D \times D$ matrix, then $\operatorname{tr}[A]$, $\operatorname{det}(A), A^{-1}$ denote the trace, determinant and inverse of $A$ respectively. Let $\operatorname{diag}(A):=\operatorname{diag}\left(A^{(1,1)}, \ldots, A^{(D, D)}\right)$ denote the diagonal matrix with diagonal entries $A^{(1,1)}, \ldots, A^{(D, D)}$;
- the usual Euclidean/Frobenius norm of $A$ is also denoted by $\|A\|$, i.e. $\|A\|:=\sqrt{\operatorname{tr}\left[A^{\top} A\right]}$.

Notation $I_{D}$ means the $D \times D$ identity matrix. We also use the following classes of matrices:

- $\mathbb{R}^{D \times D^{\prime}}$ denotes the family of all real matrices with size $D \times D^{\prime}$;
- $\mathbb{S}^{D}$ (resp. $\mathbb{S}_{+}^{D}, \mathbb{S}_{++}^{D}$ ) is the family of all symmetric (resp. positive semidefinite, positive definite) $A \in \mathbb{R}^{D \times D}$. For $A \in \mathbb{S}_{+}^{D}$, denote by $A^{\frac{1}{2}} \in \mathbb{S}_{+}^{D}$ the unique square root of $A$, i.e. $A^{\frac{1}{2}} A^{\frac{1}{2}}=A$. If $A \in \mathbb{S}_{++}^{D}$, then we let $A^{-\frac{1}{2}}:=\left(A^{\frac{1}{2}}\right)^{-1}$.
- $\mathcal{O}_{D}$ consists of all orthonormal $O \in \mathbb{R}^{D \times D}$, i.e. $O^{\top} O=I_{D}$.

For $A \in \mathbb{R}^{D \times D^{\prime}}$, denote by $\operatorname{vec}(A)$ the vectorization of $A$ defined as an element of $\mathbb{R}^{D D^{\prime}}$ by stacking the columns of $A$ on top of one another, i.e.

$$
\operatorname{vec}(A):=\left(A^{(1,1)}, \ldots, A^{(D, 1)}, A^{(1,2)}, \ldots, A^{(D, 2)}, \ldots, A^{\left(1, D^{\prime}\right)}, \ldots, A^{\left(D, D^{\prime}\right)}\right)^{\top}
$$

For (column) vectors $x_{1}, \ldots, x_{n}$ with possibly different sizes, vec $\left(x_{1}, \ldots, x_{n}\right)$ means the vector obtained by stacking $x_{i}$ on top of $x_{i+1}, 1 \leq i \leq n-1$. To shorten notation at some places we also use the Kronecker product $\otimes: \mathbb{R}^{D} \times \mathbb{R}^{D^{\prime}} \rightarrow \mathbb{R}^{D D^{\prime}}$ defined by

$$
x \otimes y:=\operatorname{vec}\left(x^{(1)} y, \ldots, x^{(D)} y\right) .
$$

One notices that the operator $\otimes$ is bilinear and $\|x \otimes y\|=\|x\|\|y\|$.
2.1.2. Function spaces. For a function $f: \mathbb{R}^{D} \rightarrow \mathbb{R}$, we use the following notations:

- $\|f\|_{\infty}:=\sup _{x \in \mathbb{R}^{D}}|f(x)| ;$
- $\partial f$ and $\partial^{2} f$ denote usual partial derivatives of $f$ with respect to scalar components;
- $\mathcal{D} f$ and $\mathcal{D}^{2} f$ denote the gradient and the Hessian of $f$ respectively, and $\|\mathcal{D} f\|_{\infty}^{2}:=\sum_{d=1}^{D}\left\|\partial_{d} f\right\|_{\infty}^{2}$, $\left\|\mathcal{D}^{2} f\right\|_{\infty}^{2}:=\sum_{d, d^{\prime}=1}^{D}\left\|\partial_{d, d^{\prime}}^{2} f\right\|_{\infty}^{2}$, where partial derivatives $\partial_{d} f:=\partial_{x^{(d)}} f$ and $\partial_{d, d^{\prime}}^{2} f:=\partial_{x^{(d)} x^{\left(d^{\prime}\right)}}^{2} f ;$
- When $f$ has several (multivariate) components, we use $\mathcal{D}_{y} f$ and $\mathcal{D}_{y y}^{2} f$ to indicate the gradient and Hessian of $f$ with respect to component $y$. If $x$ is a scalar component and $y$ is a multivariate component, then we write $\mathcal{D}_{x y}^{2}:=\left(\partial_{x y^{(1)}}^{2}, \ldots, \partial_{x y^{(D)}}^{2}\right)^{\top}$.
- $\operatorname{supp}(f)$ stands for the support of $f$, i.e. the closure of $\left\{x \in \mathbb{R}^{D}: f(x) \neq 0\right\}$.

For $k=1,2, \ldots$, denote by $C^{k}\left(\mathbb{R}^{D}\right)$ the family of all $k$ times continuously differentiable functions on $\mathbb{R}^{D} . C_{b}^{k}\left(\mathbb{R}^{D}\right)$ consists of all bounded $f \in C^{k}\left(\mathbb{R}^{D}\right)$ with bounded derivatives (up to the $k$-th order) and $C_{b}^{\infty}\left(\mathbb{R}^{D}\right):=\cap_{k \geq 1} C_{b}^{k}\left(\mathbb{R}^{D}\right) . C_{c}^{k}\left(\mathbb{R}^{D}\right)$ denotes the family of all $f \in C^{k}\left(\mathbb{R}^{D}\right)$ with compact support. We let $f \in C^{1,2}\left([0, T] \times \mathbb{R}^{D}\right)$ if $f$ is (resp. twice) continuously differentiable with respect to $t \in[0, T]$ (resp. to $\left.y \in \mathbb{R}^{D}\right)$ and its partial derivatives are jointly continuous.
2.2. Stochastic basis. Let us fix a time horizon $T \in(0, \infty)$. Assume that $\left(\Omega, \mathcal{F}, \mathbb{P} ;\left(\mathcal{F}_{t}\right)_{t \in[0, T]}\right)$ satisfies the usual conditions, which means that $(\Omega, \mathcal{F}, \mathbb{P})$ is a compete probability space, the filtration $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ is right-continuous and $\mathcal{F}_{0}$ contains all $\mathbb{P}$-null sets. This allows us to assume that every $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$-adapted local martingale has càdlàg (right-continuous with finite left limits) paths. For a random variable $\xi$, the expectation, variance, and conditional expectation given a sub- $\sigma$-algebra $\mathcal{G} \subseteq \mathcal{F}$, if it exists under $\mathbb{P}$, is respectively denoted by $\mathbb{E}[\xi], \mathbb{V}[\xi]$, and $\mathbb{E}[\xi \mid \mathcal{G}]$. We also use $\mathbf{L}_{p}(\mathbb{P}):=\mathbf{L}_{p}(\Omega, \mathcal{F}, \mathbb{P})$.

For a càdlàg process $X=\left(X_{t}\right)_{t \in[0, T]}$, we denote $\Delta X_{t}:=X_{t}-X_{t-}$ for $t \in[0, T]$, where $X_{0-}:=X_{0}$ and $X_{t-}:=\lim _{t>s \uparrow t} X_{s}$ for $t \in(0, T]$. For a time index set $\mathbb{I} \subseteq[0, \infty)$ and for processes $X=\left(X_{t}\right)_{t \in \mathbb{I}}$, $Y=\left(Y_{t}\right)_{t \in \mathbb{I}}$, we write $X=Y$ to indicate that $X_{t}=Y_{t}$ for all $t \in \mathbb{I}$ a.s., and the same meaning applied when the relation " $=$ " is replaced by some other standard relations such as " $\leq$ ", " $>$ ", etc.

We refer to [25] for unexplained notions such as semimartingales, (optional) quadratic covariation [ $X, Y$ ] and conditional quadratic covariation $\langle X, Y\rangle$ of semimartingales $X, Y$.
2.3. Multidimensional Lévy process. An $\mathbb{R}^{D}$-valued process $L=\left(L_{t}\right)_{t \in[0, T]}$ is called a Lévy process if it has independent and stationary increments, has càglàg paths with $L_{0}=0$ a.s. The distributional property of $L$ is characterized by the Lévy-Khintchine formula (see, e.g., [2, Theorem 1.2.14]), for $t \in[0, T]$ and $u \in \mathbb{R}^{D}$,

$$
\mathbb{E}\left[\mathrm{e}^{\mathrm{i} u^{\top} L_{t}}\right]=\mathrm{e}^{-t \kappa(u)}
$$

where the characteristic exponent $\kappa$ is given, for $u \in \mathbb{R}^{D}$, by

$$
\kappa(u)=-\mathrm{i} u^{\top} b+\frac{u^{\top} A u}{2}-\int_{z \neq 0}\left(\mathrm{e}^{\mathrm{i} u^{\top} z}-1-\mathrm{i} u^{\top} z \mathbb{1}_{\{\|z\| \leq 1\}}\right) \nu(\mathrm{d} z) .
$$

The characteristic triplet $(b, A, \nu)$ associated with the canonical truncation function $h(z):=z \mathbb{1}_{\{\|z\| \leq 1\}}$ is deterministic and consists of the drift coefficient $b \in \mathbb{R}^{D}$, the Gaussian covariance matrix $A \in \mathbb{S}_{+}^{D}$, and the Lévy measure $\nu$, i.e. a measure on $\mathcal{B}\left(\mathbb{R}^{D} \backslash\{0\}\right)$ with $\int_{z \neq 0}\left(\|z\|^{2} \wedge 1\right) \nu(\mathrm{d} z)<\infty$. We call $L$ a Gaussian Lévy process if $\nu \equiv 0$, and call $L$ a purely non-Gaussian Lévy process if $A=0$.
2.4. Classical continuous-time MV portfolio selection. Assume that the price process of a risk-less asset $S^{(0)}=\left(S_{t}^{(0)}\right)_{t \in[0, T]}$ and $D$ risky assets $S=\left(S_{t}\right)_{t \in[0, T]}$ are governed by the following SDEs

$$
\begin{aligned}
& \mathrm{d} S_{t}^{(0)}=r S_{t}^{(0)} \mathrm{d} t, \quad S_{0}^{(0)}=1 \\
& \mathrm{~d} S_{t}^{(d)}=S_{t-}^{(d)} \mathrm{d} R_{t}^{(d)}, \quad S_{0}^{(d)}:=s_{0}^{(d)}>0, \quad d=1, \ldots, D .
\end{aligned}
$$

where the interest rate $r \geq 0$ is given and the log-price process $R$ is described by (2.1) and (2.2) below. For financial interpretation, we might furthermore assume $\Delta R^{(d)}>-1$ so that $S^{(d)}>0$, however, this condition is not necessarily imposed to obtain the main results.

An investment strategy in $D$ risky assets is expressed by a predictable $\mathbb{R}^{D}$-valued process $H$ where $H_{t}^{(d)}$ is the discounted dollar amount invested in the $d$-th risky asset at time $t$-, i.e instantly before time $t$. The resulting discounted wealth process $X^{H}=\left(X_{t}^{H}\right)_{t \in[0, T]}$ associated with $H$ can be written as

$$
\begin{equation*}
\mathrm{d} X_{t}^{H}=\sum_{d=1}^{D} H_{t}^{(d)}\left(\mathrm{d} R_{t}^{(d)}-r \mathrm{~d} t\right)=: H_{t}^{\mathrm{\top}} \mathrm{~d} Y_{t} \tag{2.1}
\end{equation*}
$$

where $X_{0}^{H}=x_{0} \in \mathbb{R}$ is the given initial wealth. From now we will work with the driving process $Y$ and the discounted wealth $X^{H}$ as in (2.1).

Assume that the log-price of $D$ underlying (discounted) risky assets is represented by a càdlàg and adapted process $Y=\left(Y_{t}\right)_{t \in[0, T]}$ which is Markovian whose infinitesimal generator is given, for sufficiently smooth $f$, by

$$
\begin{equation*}
\left(\mathcal{L}_{Y} f\right)(y)=b(y)^{\top} \mathcal{D} f(y)+\frac{1}{2} \operatorname{tr}\left[A(y) \mathcal{D}^{2} f(y)\right]+\int_{z \neq 0}\left(f(y+\gamma(y) z)-f(y)-\mathcal{D} f(y)^{\top} \gamma(y) z\right) \nu(\mathrm{d} z) \tag{2.2}
\end{equation*}
$$

Here $\nu$ is a square integrable Lévy measure and the coefficients $b: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}, A \in \mathbb{S}_{+}^{D}$, and $\gamma: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D \times D}$ satisfy standard assumptions which will be specified later in Section 3.1.

The classical Markowitz MV portfolio selection problem, parameterized by $\hat{z} \in \mathbb{R}$, is then formulated as

$$
\left\{\begin{array}{l}
\min _{H} \mathbb{V}\left[X_{T}^{H}\right]  \tag{2.3}\\
\text { subject to } X \text { given in (2.1) and } \mathbb{E}\left[X_{T}^{H}\right]=\hat{z}
\end{array}\right.
$$

where the minimum is taken over admissible $H$ which will be specified in our setting later. To deal with the constraint $\mathbb{E}\left[X_{T}^{H}\right]=\hat{z}$ in (2.3), we follow $[31,27]$ to consider the objective function parameterized by $w \in \mathbb{R}$,

$$
\mathbb{V}\left[X_{T}^{H}\right]-2 w\left(\mathbb{E}\left[X_{T}^{H}\right]-\hat{z}\right)
$$

which is equal to

$$
\mathbb{E}\left[\left(X_{T}^{H}-w\right)^{2}\right]-(\hat{z}-w)^{2}
$$

Then, to solve (2.3), we consider the following unconstrained quadratic-loss minimization problem parameterized by $w$,

$$
\left\{\begin{array}{l}
\min _{H} \mathbb{E}\left[\left(X_{T}^{H}-w\right)^{2}\right]  \tag{2.4}\\
\text { subject to } X \text { given in (2.1) }
\end{array}\right.
$$

Once (2.4) is solved with a minimizer $H^{*}(w)$, which depends on $w$, we let $\hat{w}$ be the value such that the constraint $\mathbb{E}\left[X_{T}^{H^{*}(\hat{w})}\right]=\hat{z}$ is satisfied. Then such an $H^{*}(\hat{w})$ solves the original problem (2.3), and $\hat{w}$ is called the Lagrange multiplier ${ }^{1}$.

[^1]
## 3. Exploratory SDE with Lévy jumps

3.1. Setting. Let us fix $D \in \mathbb{N}$ and set $E:=\mathbb{R}^{D} \backslash\{0\}$. Let $\varphi_{D}$ be a probability density of $\xi \sim \mathcal{N}\left(0, I_{D}\right)$ where $\mathcal{N}\left(0, I_{D}\right)$ is the $D$-dimensional Gaussian distribution with zero mean and covariance $I_{D}$.

For $b, A, \gamma$ and $\nu$ appearing in (2.2) we assume throughout this article the following:
Assumption 3.1. The Lévy measure $\nu$ and coefficients $b: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}, a, \gamma: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D \times D}, A:=a a^{\top} \in \mathbb{S}_{+}^{D}$ satisfy:
(a) (Square integrability) $\nu$ is square integrable on $E$, i.e. $\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)<\infty$;
(b) (Growth condition) $\|b(x)\|+\|a(x)\|+\|\gamma(x)\| \leq C_{1}(1+\|x\|)$ for all $x \in \mathbb{R}^{D}$;
(c) (Lipschitz condition) $\|b(x)-b(y)\|+\|a(x)-a(y)\|+\|\gamma(x)-\gamma(y)\| \leq C_{2}\|x-y\|$ for all $x, y \in \mathbb{R}^{D}$;
(d) (Non-degeneration) $\Sigma(y):=A(y)+\gamma(y) \int_{E} e e^{\top} \nu(\mathrm{d} e) \gamma(y)^{\top} \in \mathbb{S}_{++}^{D}$ for all $y \in \mathbb{R}^{D}$.
3.2. Continuous-time dynamic of the wealth process with exploration: A heuristic approach. Let $W=\left(W_{t}\right)_{t \in[0, T]}$ be a $D$-dimensional standard Brownian motion, and $J=\left(J_{t}\right)_{t \in[0, T]} \subseteq \mathbf{L}_{2}(\mathbb{P})$ a purely non-Gaussian Lévy process which is independent of $W$ and has the following Lévy-Itô decomposition (see, e.g., [2, Theorem 2.4.26])

$$
J_{t}:=\int_{0}^{t} \int_{E} e \widetilde{N}(\mathrm{~d} s, \mathrm{~d} e) .
$$

Here $\widetilde{N}$ is the compensated Poisson random measure of $J$ associated with Lévy measure $\nu$. Since $b, a, \gamma$ in Assumption 3.1 are sufficiently regular, it is known that the following SDE has a unique (strong) solution in $\mathbf{L}_{2}(\mathbb{P})$ (see, e.g., [19, Theorem 3.1]),

$$
\mathrm{d} Y_{t}=b\left(Y_{t-}\right) \mathrm{d} t+a\left(Y_{t-}\right) \mathrm{d} W_{t}+\gamma\left(Y_{t-}\right) \mathrm{d} J_{t}, \quad Y_{0}=y_{0} \in \mathbb{R}^{D}
$$

which admits $\mathcal{L}_{Y}$ provided in (2.2) as the Markov generator.
Let $\left\{\Pi_{n}\right\}_{n \geq 1}$ be a sequence of partitions of $[0, T]$, where $\Pi_{n}=\left\{0=: t_{0}^{n}<t_{1}^{n}<\ldots<t_{n}^{n}:=T\right\}$. Denote $\Delta t_{i}^{n}:=t_{i}^{n}-t_{i-1}^{n}$ and assume that $\left|\Pi_{n}\right|:=\max _{1 \leq i \leq n} \Delta t_{i}^{n} \rightarrow 0$ as $n \rightarrow \infty$. To shorten the presentation at some places, for a process $\left(P_{t}\right)_{t \in[0, T]}$, we also use the notations

$$
P_{n, i}:=P_{t_{i}^{n}} \quad \text { and } \quad \Delta_{n, i} P:=P_{n, i}-P_{n, i-1}
$$

With the convention $\sup \emptyset:=0$, we define

$$
\sigma_{t}^{n}:=\sup \left\{i \geq 1: t_{i}^{n} \leq t\right\}, \quad t \in[0, T] .
$$

Then, for each $n$, we obtain a process $Y^{n}$, which approximates $Y$ along the partition $\Pi_{n}$, given by

$$
Y_{t}^{n}:=Y_{0}+\sum_{i=1}^{\sigma_{t}^{n}}\left(b\left(Y_{n, i-1}\right) \Delta t_{i}^{n}+a\left(Y_{n, i-1}\right) \Delta_{n, i} W+\gamma\left(Y_{n, i-1}\right) \Delta_{n, i} J\right), \quad t \in[0, T]
$$

3.2.1. Exploration procedure. Our main idea is as follows: For $i=1, \ldots, n$, we draw the control at time $t_{i-1}^{n}$ from some distribution, which is chosen with the accumulative information available at time $t_{i-1}^{n}$. Once the distribution is fixed, the realization is independent of the rest. In addition, since any distribution on $\mathbb{R}^{D}$ can be represented as $F(\xi)$ for some measurable $F: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ and $\xi \sim \mathcal{N}\left(0, I_{D}\right)$, determining a distribution boils down to find such an $F$.

Let us specify this idea.
(i) Let $\Xi:=\left\{\xi_{n, i}\right\}_{n \geq 1,1 \leq i \leq n}$ be a collection of i.i.d. random vectors in $\mathbb{R}^{D}$ with common distribution $\mathcal{N}\left(0, I_{D}\right)$ and probability density $\varphi_{D}$. Assume that $\Xi$ is independent of $(W, J)$. Family $\Xi$ represents a new source of randomness caused from the exploration along with the randomness generated by $(W, J)$. To capture the information flow, we define the filtration $\mathbb{F}^{\Pi_{n}}=\left(\mathcal{F}_{n, i}\right)_{i=0}^{n}$ as follows

$$
\mathcal{F}_{n, i}:=\sigma\left\{\left(W_{s}, J_{s}\right): 0 \leq s \leq t_{i}^{n}\right\} \vee \mathcal{G}_{n, i}, \quad \text { where } \quad \mathcal{G}_{n, i}:=\sigma\left\{\xi_{n, j}: j \leq i\right\}, \mathcal{G}_{n, 0}:=\{\emptyset, \Omega\} .
$$

(ii) $H: \Pi_{n} \times \Omega \times \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ is admissible in the following sense (here $H_{n, i-1}$ stands for $H_{t_{i-1}^{n}}$ ):
(a) For each $i=1, \ldots, n$, the map $(\omega, u) \mapsto H_{n, i-1}(\omega ; u)$ is $\mathcal{F}_{n, i-1} \otimes \mathcal{B}\left(\mathbb{R}^{D}\right)$-measurable;
(b) One has $\mathbb{E}\left[\int_{\mathbb{R}^{D}}\left\|H_{n, i-1}(u)\right\|^{2} \varphi_{D}(u) \mathrm{d} u\right]<\infty$;
(c) As proposed in [27], the exploration cost can be represented in terms of differential entropy which is assumed to be finite to encourage the exploration. Following this idea, we in addition assume that for each $i=1, \ldots, n$ and $\omega \in \Omega, H_{n, i-1}(\omega ; \zeta)$ has a probability density $p_{n, i-1}^{H}(\omega ; \cdot)$,
where $\zeta \sim \mathcal{N}\left(0, I_{D}\right)$, such that $\int_{\mathbb{R}^{D}} p_{n, i-1}^{H}(u) \log p_{n, i-1}^{H}(u) \mathrm{d} u$ is an integrable random variable. Then the expected accumulative differential entropy

$$
\mathbb{E}\left[-\sum_{i=1}^{n}\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{\mathbb{R}^{D}} p_{n, i-1}^{H}(u) \log p_{n, i-1}^{H}(u) \mathrm{d} u\right]
$$

is finite.
(iii) The controlled wealth process $X^{H}=\left(X_{t}^{H}\right)_{t \in[0, T]}$ associated with $H$ along time points of $\Pi_{n}$ is

$$
X_{n, i}^{H}=X_{n, i-1}^{H}+H_{n, i-1}\left(\xi_{n, i}\right)^{\top} \Delta_{n, i} Y^{n}, \quad i=1, \ldots, n, \quad X_{0}^{H}=x_{0} \in \mathbb{R}
$$

Proposition 3.2. For $n \geq 1,1 \leq i \leq n$, there exist (uniquely up to a $\mathbb{P}$-null set) a random vector $\mu_{n, i-1}^{H}$ and a random matrix $\vartheta_{n, i-1}^{H} \in \mathbb{S}_{++}^{D}$, both are $\mathcal{F}_{n, i-1}$-measurable and square integrable, and a square integrable random vector $\eta_{n, i}^{H}$ with

$$
\begin{equation*}
\mathbb{E}\left[\eta_{n, i}^{H} \mid \mathcal{F}_{n, i-1}\right]=0 \quad \text { and } \quad \mathbb{E}\left[\eta_{n, i}^{H}\left(\eta_{n, i}^{H}\right)^{\top} \mid \mathcal{F}_{n, i-1}\right]=I_{D} \quad \text { a.s. } \tag{3.1}
\end{equation*}
$$

such that

$$
\begin{equation*}
H_{n, i-1}\left(\xi_{n, i}\right)=\mu_{n, i-1}^{H}+\vartheta_{n, i-1}^{H} \eta_{n, i}^{H} \quad \text { a.s. } \tag{3.2}
\end{equation*}
$$

Proof. Condition $\mathbb{E}\left[\int_{\mathbb{R}^{D}}\left\|H_{n, i-1}(u)\right\|^{2} \varphi_{D}(u) \mathrm{d} u\right]<\infty$ allows us to define

$$
\begin{aligned}
\mu_{n, i-1}^{H} & :=\int_{\mathbb{R}^{D}} H_{n, i-1}(u) \varphi_{D}(u) \mathrm{d} u, \quad \widetilde{H}_{n, i-1}(u):=H_{n, i-1}(u)-\mu_{n, i-1}^{H} \\
\Theta_{n, i-1}^{H} & :=\int_{\mathbb{R}^{D}} \widetilde{H}_{n, i-1}(u) \widetilde{H}_{n, i-1}(u)^{\top} \varphi_{D}(u) \mathrm{d} u
\end{aligned}
$$

Obviously $\mu_{n, i-1}^{H} \in \mathbf{L}_{2}(\mathbb{P})$. In addition, the finiteness of accumulative entropy implies that $\operatorname{det}\left(\Theta_{n, i-1}^{H}\right)>0$ a.s. for all $n, i$. Since $\Theta_{n, i-1}^{H} \in \mathbb{S}_{++}^{D}$, we apply the spectral theorem for symmetric matrices to obtain a real diagonal matrix $\Lambda_{n, i-1}^{H}=\operatorname{diag}\left(\lambda_{1}\left(\Theta_{n, i-1}^{H}\right), \ldots, \lambda_{D}\left(\Theta_{n, i-1}^{H}\right)\right)$ with $\lambda_{1}\left(\Theta_{n, i-1}^{H}\right) \geq \cdots \geq \lambda_{D}\left(\Theta_{n, i-1}^{H}\right)>0$ and a $U_{n, i-1}^{H} \in \mathcal{O}_{D}$, such that

$$
\Theta_{n, i-1}^{H}=U_{n, i-1}^{H} \Lambda_{n, i-1}^{H}\left(U_{n, i-1}^{H}\right)^{\mathrm{T}}
$$

One remarks that $U_{n, i-1}^{H}$ and $\Lambda_{n, i-1}^{H}$ are matrices whose entries are $\mathcal{F}_{n, i-1}$-measurable random variables. Now, by adjusting on a $\mathbb{P}$-null set, we define

$$
\begin{aligned}
\vartheta_{n, i-1}^{H} & :=\left(\Theta_{n, i-1}^{H}\right)^{\frac{1}{2}}=U_{n, i-1}^{H}\left(\Lambda_{n, i-1}^{H}\right)^{\frac{1}{2}}\left(U_{n, i-1}^{H}\right)^{\top} \\
\eta_{n, i}^{H} & :=U_{n, i-1}^{H} \hat{\eta}_{n, i}^{H}, \quad \text { where } \quad \hat{\eta}_{n, i}^{H,(d)}:=\frac{1}{\sqrt{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)}}\left(U_{n, i-1}^{H} \mathbf{e}_{d}\right)^{\top} \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right), \quad d=1, \ldots, D .
\end{aligned}
$$

Then it is easy to check that $\vartheta_{n, i-1}^{H} \in \mathbf{L}_{2}(\mathbb{P})$. Moreover, for $d=1, \ldots, D$, one has, a.s.,

$$
\begin{aligned}
{\left[\vartheta_{n, i-1}^{H} \eta_{n, i}^{H}\right]^{(d)} } & =\sum_{k=1}^{D} U_{n, i-1}^{H,(d, k)} \sqrt{\lambda_{k}\left(\Theta_{n, i-1}^{H}\right)} \hat{\eta}_{n, i}^{H,(k)}=\sum_{k, l=1}^{D} U_{n, i-1}^{H,(d, k)} U_{n, i-1}^{H,(l, k)} \widetilde{H}_{n, i-1}^{(l)}\left(\xi_{n, i}\right) \\
& =\sum_{l=1}^{D}\left[U_{n, i-1}^{H}\left(U_{n, i-1}^{H}\right)^{\mathrm{T}}\right]^{(d, l)} \widetilde{H}_{n, i-1}^{(l)}\left(\xi_{n, i}\right)=\widetilde{H}_{n, i-1}^{(d)}\left(\xi_{n, i}\right),
\end{aligned}
$$

which shows $\vartheta_{n, i-1}^{H} \eta_{n, i}^{H}=\widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)$ a.s. For any $d=1, \ldots, D$, we let $\hat{\eta}_{n, i}^{H,(d)}(\varepsilon)$ be the random variable obtained by adding $\varepsilon>0$ to $\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)$ in the definition of $\hat{\eta}_{n, i}^{H,(d)}$. Then one has, a.s.,

$$
\begin{aligned}
\mathbb{E}\left[\left|\hat{\eta}_{n, i}^{H,(d)}(\varepsilon)\right|^{2} \mid \mathcal{F}_{n, i-1}\right] & =\frac{1}{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)+\varepsilon} \mathbf{e}_{d}^{\top}\left(U_{n, i-1}^{H}\right)^{\top} \mathbb{E}\left[\widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)\left(\widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)\right)^{\top} \mid \mathcal{F}_{n, i-1}\right] U_{n, i-1}^{H} \mathbf{e}_{d} \\
& =\frac{1}{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)+\varepsilon} \mathbf{e}_{d}^{\top}\left(U_{n, i-1}^{H}\right)^{\top} \Theta_{n, i-1}^{H} U_{n, i-1}^{H} \mathbf{e}_{d}=\frac{\mathbf{e}_{d}^{\top} \Lambda_{n, i-1}^{H} \mathbf{e}_{d}}{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)+\varepsilon} \\
& =\frac{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)}{\lambda_{d}\left(\Theta_{n, i-1}^{H}\right)+\varepsilon} .
\end{aligned}
$$

Letting $\varepsilon \downarrow 0$ yields $\mathbb{E}\left[\left|\hat{\eta}_{n, i}^{H,(d)}\right|^{2} \mid \mathcal{F}_{n, i-1}\right]=1$ a.s. by the monotone convergence theorem, and thus, $\left\|\hat{\eta}_{n, i}^{H}\right\| \in$ $\mathbf{L}_{2}(\mathbb{P})$ as a by-product. Analogously, we can show that $\mathbb{E}\left[\hat{\eta}_{n, i}^{H,(d)} \hat{\eta}_{n, i}^{H,\left(d^{\prime}\right)} \mid \mathcal{F}_{n, i-1}\right]=\mathbb{1}_{\left\{d=d^{\prime}\right\}}$ a.s., which means that $\mathbb{E}\left[\hat{\eta}_{n, i}^{H}\left(\hat{\eta}_{n, i}^{H}\right)^{\top} \mid \mathcal{F}_{n, i-1}\right]=I_{D}$. Then we get $\mathbb{E}\left[\eta_{n, i}^{H}\left(\eta_{n, i}^{H}\right)^{\top} \mid \mathcal{F}_{n, i-1}\right]=I_{D}$ a.s., and hence, (3.2) follows. The uniqueness is straightforward.

We decompose the process $X^{H}$ with the initial wealth $X_{0}^{H}=x_{0} \in \mathbb{R}$ as

$$
\begin{align*}
& X_{t}^{H}=x_{0}+\sum_{i=1}^{\sigma_{t}^{n}} H_{n, i-1}\left(\xi_{n, i}\right)^{\top} b\left(Y_{n, i-1}\right) \Delta t_{i}^{n} \\
&+\sum_{i=1}^{\sigma_{t}^{n}} H_{n, i-1}\left(\xi_{n, i}\right)^{\top} a\left(Y_{n, i-1}\right) \Delta_{n, i} W+\sum_{i=1}^{\sigma_{t}^{n}} H_{n, i-1}\left(\xi_{n, i}\right)^{\top} \gamma\left(Y_{n, i-1}\right) \Delta_{n, i} J \\
&=: x_{0}+I_{(3.3)}+I I_{(3.3)}+I I I_{(3.3)} . \tag{3.3}
\end{align*}
$$

3.2.2. The drift part $I_{(3.3)}$. According to the decomposition (3.2), we express, a.s.,

$$
\begin{aligned}
I_{(3.3)} & =\sum_{i=1}^{\sigma_{t}^{n}}\left(\mu_{n, i-1}^{H}\right)^{\top} b\left(Y_{n, i-1}\right) \Delta t_{i}^{n}+\sum_{i=1}^{\sigma_{t}^{n}}\left(\vartheta_{n, i-1}^{H} \eta_{n, i}^{H}\right)^{\top} b\left(Y_{n, i-1}\right) \Delta t_{i}^{n} \\
& =\sum_{i=1}^{\sigma_{t}^{n}}\left(\mu_{n, i-1}^{H}\right)^{\top} b\left(Y_{n, i-1}\right) \Delta t_{i}^{n}+\sum_{d=1}^{D} \sum_{i=1}^{\sigma_{t}^{n}}\left[\sum_{k=1}^{D} \vartheta_{n, i-1}^{H,(k, d)} b^{(k)}\left(Y_{n, i-1}\right)\right]\left[\eta_{n, i}^{H,(d)} \Delta t_{i}^{n}\right] .
\end{aligned}
$$

For the discrete-time integrator in the second term, we have the following law of large numbers

$$
\sum_{i=1}^{\sigma_{t}^{n}} \eta_{n, i}^{H,(d)} \Delta t_{i}^{n} \xrightarrow{\mathbf{L}_{2}(\mathbb{P})} 0 \quad \text { as } n \rightarrow \infty
$$

for all $d=1, \ldots, D$. Indeed, due to the orthogonality and $\mathbb{E}\left[\left|\eta_{n, i}^{H,(d)}\right|^{2}\right]=1$ it holds that

$$
\mathbb{E}\left[\left|\sum_{i=1}^{\sigma_{t}^{n}} \eta_{n, i}^{H,(d)} \Delta t_{i}^{n}\right|^{2}\right]=\sum_{i=1}^{\sigma_{t}^{n}}\left|\Delta t_{i}^{n}\right|^{2} \leq t \max _{1 \leq i \leq n} \Delta t_{i}^{n} \rightarrow 0
$$

3.2.3. The Brownian part $I_{(3.3)}$. By the same arguments as for the drift part, we decompose $I I_{(3.3)}$ as

$$
I I_{(3.3)}=\sum_{i=1}^{\sigma_{t}^{n}}\left(\mu_{n, i-1}^{H}\right)^{\top} a\left(Y_{n, i-1}\right) \Delta_{n, i} W+\sum_{d, d^{\prime}=1, \ldots, D} \sum_{i=1}^{\sigma_{t}^{n}}\left[\sum_{k=1}^{D} \vartheta_{n, i-1}^{H,(k, d)} a^{\left(k, d^{\prime}\right)}\left(Y_{n, i-1}\right)\right]\left[\eta_{n, i}^{H,(d)} \Delta_{n, i} W^{\left(d^{\prime}\right)}\right] .
$$

Define the interpolated process $W^{n}=\left(W_{t}^{n}\right)_{t \in[0, T]}$ and the $\mathbb{R}^{D^{2}}{ }^{-}$valued process $M^{n}=\left(M_{t}^{n}\right)_{t \in[0, T]}$ by

$$
\begin{aligned}
W_{t}^{n} & :=\sum_{i=1}^{\sigma_{t}^{n}} \Delta_{n, i} W \\
M_{t}^{n,\left(d, d^{\prime}\right)} & :=\sum_{i=1}^{\sigma_{t}^{n}} \eta_{n, i}^{H,(d)} \Delta_{n, i} W^{\left(d^{\prime}\right)}, \quad d, d^{\prime}=1, \ldots, D \\
M_{t}^{n} & =\left(M_{t}^{n,(1,1)}, \ldots, M_{t}^{n,(1, D)}, M_{t}^{n,(2,1)}, \ldots, M_{t}^{n,(2, D)}, \ldots, M_{t}^{n,(D, 1)}, \ldots, M_{t}^{n,(D, D)}\right)^{\top},
\end{aligned}
$$

so that $\Delta_{n, i} W^{n}=\Delta_{n, i} W$ and $M_{t}^{n}=\sum_{i=1}^{\sigma_{t}^{n}} \eta_{n, i}^{H} \otimes \Delta_{n, i} W$. Then we get

$$
I I_{(3.3)}=\sum_{i=1}^{\sigma_{t}^{n}}\left(\mu_{n, i-1}^{H}\right)^{\top} a\left(Y_{n, i-1}\right) \Delta_{n, i} W^{n}+\sum_{d, d^{\prime}=1, \ldots, D} \sum_{i=1}^{\sigma_{t}^{n}}\left[\vartheta_{n, i-1}^{H} a\left(Y_{n, i-1}\right)\right]^{\left(d, d^{\prime}\right)} \Delta_{n, i} M^{n,\left(d, d^{\prime}\right)} .
$$

Here $W^{n}, M^{n}$ can be respectively regarded as a discrete-time integrator of the first and the second term in the decomposition of $I I_{(3,3)}$.
3.2.4. The jump part $I I I_{(3.3)}$. From now on, let us fix a $\psi \in C^{2}\left(\mathbb{R}^{D}\right)$ which satisfy

$$
\|\mathcal{D} \psi\|_{\infty}+\left\|\mathcal{D}^{2} \psi\right\|_{\infty}<\infty, \quad \psi \geq 0 \quad \text { and } \quad \psi(x)=0 \Leftrightarrow x=0 .
$$

A prototype example in our context is that, for a given constant $c>0$,

$$
\psi(x)=\sqrt{\|x\|^{2}+c^{2}}-c
$$

Define the random measure $\mathrm{m}_{n}^{\psi}$ on $\mathcal{B}\left([0, T] \times E \times \mathbb{R}^{D}\right)$ by setting

$$
\mathrm{m}_{n}^{\psi}(\mathrm{d} t, \mathrm{~d} e, \mathrm{~d} u):=\sum_{i=1}^{n} \delta_{\left(t_{i}^{n}, \Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi_{n, i}\right)}(\mathrm{d} t, \mathrm{~d} e, \mathrm{~d} u)
$$

where $\delta$ denotes the Dirac measure. Intuitively, in the limit we would like to create independent Gaussian jumps at each jump time of $L$ as additional source of noise. The "damping factor" $\psi\left(\Delta_{n, i} J\right)$ in front of $\xi_{n, i}$ in the third coordinate of $\mathrm{m}_{n}^{\psi}$ must be introduced in the infinite activity case to ensure that these new jumps have square summable jump sizes in the limit. The smoothness condition for $\psi$ is merely convenient for applying Itô's formula later on. Then the third term $I I I_{(3.3)}$ is expressed as

$$
I I I_{(3.3)}=\int_{(0, t] \times E \times \mathbb{R}^{D}} \sum_{i=1}^{n}\left[H_{n, i-1}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{n, i-1}\right) e\right] \mathbb{1}_{\left(t_{i-1}^{n}, t_{i}^{n}\right]}(s) \mathrm{m}_{n}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u)
$$

Note that the random measure $\mathrm{m}_{n}^{\psi}$ is characterized by the induced martingale $L^{n, \psi}=\left(L_{t}^{n, \psi}\right)_{t \in[0, T]}$ with $L_{0}^{n, \psi}=0$ and

$$
L_{t}^{n, \psi}:=\int_{(0, t] \times E \times \mathbb{R}^{D}}(e, u)^{\top} \mathrm{m}_{n}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u)=\sum_{i=1}^{\sigma_{t}^{n}}\left(\Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi_{n, i}\right)^{\top}=\sum_{i=1}^{\sigma_{t}^{n}} \Delta_{n, i} L^{n, \psi}
$$

3.2.5. Distributional limit of discrete-time integrators. Set $\mathbf{D}:=D^{2}+3 D$. We collect all discrete-time integrators of the Brownian and the jump parts to obtain the triangular array of $\mathbf{D}$-dimensional random vectors $\mathcal{Z}^{n}=\left(\mathcal{Z}_{t}^{n}\right)_{t \in[0, T]}$ with

$$
\mathcal{Z}^{n}:=\operatorname{vec}\left(W^{n}, M^{n}, L^{n, \psi}\right)
$$

Our purpose is to investigate the distributional limit of $\left(\mathcal{Z}^{n}\right)_{n \geq 1}$. To this end, we introduce the Borel measure $\nu_{L}^{\psi}$ defined on $\mathbb{R}^{2 D}$ by setting

$$
\nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u):=\mathbb{1}_{\{\|e\|>0\}} \varphi_{D}\left(\frac{u}{\psi(e)}\right) \frac{\mathrm{d} u}{\psi(e)^{D}} \nu(\mathrm{~d} e), \quad e, u \in \mathbb{R}^{D}
$$

Then, by a change of variables, one has

$$
\int_{\mathbb{R}^{2 D}} f(e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)=\int_{E \times \mathbb{R}^{D}} f(e, \psi(e) u) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u
$$

provided that $f \geq 0$ or $\int_{\mathbb{R}^{2 D}}|f(e, u)| \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)<\infty$. In particular, choosing $f(e, u)=\|e\|^{2}+\|u\|^{2}$ we find that $\nu_{L}^{\psi}$ is a square integrable Lévy measure on $\mathbb{R}^{2 D} \backslash\{0\}$ with $\nu_{L}^{\psi}\left(\{0\} \times \mathbb{R}^{D}\right)=0$ as

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 D} \backslash\{0\}}\left(\|e\|^{2}+\|u\|^{2}\right) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)=\int_{E \times \mathbb{R}^{D}}\left(\|e\|^{2}+\psi(e)^{2}\|u\|^{2}\right) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u \\
& =\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)+\int_{E} \psi(e)^{2} \nu(\mathrm{~d} e) \int_{\mathbb{R}^{D}}\|u\|^{2} \varphi_{D}(u) \mathrm{d} u \leq\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)<\infty
\end{aligned}
$$

We need the following condition to obtain the desired weak convergence.
Assumption 3.3. $\left\{\widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)^{\top}\left(\Theta_{n, i-1}^{H}\right)^{-1} \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)\right\}_{1 \leq i \leq n, n \geq 1}$ is uniformly integrable.
Remark 3.4. Let us briefly comment on Assumption 3.3.
(1) By the construction of $\eta_{n, i}^{H}$ in the proof of Proposition 3.2, one has, a.s.,

$$
\begin{aligned}
& \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)^{\top}\left(\Theta_{n, i-1}^{H}\right)^{-1} \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right) \\
& =\operatorname{tr}\left[\left(\Theta_{n, i-1}^{H}\right)^{-\frac{1}{2}} \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)\left(\left(\Theta_{n, i-1}^{H}\right)^{-\frac{1}{2}} \widetilde{H}_{n, i-1}\left(\xi_{n, i}\right)\right)^{\top}\right] \\
& =\left\|\eta_{n, i}^{H}\right\|^{2} .
\end{aligned}
$$

In other words, Assumption 3.3 is equivalent to the uniform integrability of $\left\{\left\|\eta_{n, i}^{H}\right\|^{2}\right\}_{1 \leq i \leq n, n \geq 1}$.
(2) Assume, for all $n$, that $H: \Pi_{n} \times \Omega \times \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ has the form

$$
\begin{equation*}
H_{n, i-1}(\omega ; u)=\mathrm{m}_{n, i-1}(\omega)+\mathrm{v}_{n, i-1}(\omega) u, \quad i=1, \ldots, n, \tag{3.4}
\end{equation*}
$$

where $\mathrm{m}_{n, i-1}$ and $\mathrm{v}_{n, i-1}$ are respectively $\mathbb{R}^{D}$-valued and $\mathbb{S}_{++}^{D}$-valued random variables, both are $\mathcal{F}_{n, i-1}$-measurable and square integrable with $\log \left(\operatorname{det}\left(\mathrm{v}_{n, i-1}\right)\right) \in \mathbf{L}_{1}(\mathbb{P})$. Then $H$ is linear with respect to the exploration variable and is admissible in the sense given in Section 3.2.1. Moreover, in the notation of Proposition 3.2, one has $\mu_{n, i-1}^{H}=\mathrm{m}_{n, i-1}, \vartheta_{n, i-1}^{H}=\mathrm{v}_{n, i-1}$, and $\eta_{n, i}^{H}=\xi_{n, i}$, which obviously implies that Assumption 3.3 holds.
(3) We will see in Theorem 4.10 below that the time discretization of the optimal control process for the associated continuous-time control problem has the form (3.4).

Under the setting of Section 3.2.1, we have the following result whose proof is postponed to Section 5.
Theorem 3.5. Assume that $\mathcal{W}$ is a $D^{2}$-dimensional standard Brownian motion independent of $W$, and that $L^{\psi}$ is a square integrable martingale null at 0 which is a $2 D$-dimensional purely non-Gaussian Lévy process with Lévy measure $\nu_{L}^{\psi}$. Assume that processes $W, \mathcal{W}, L^{\psi}$ are defined on the same probability space. Then $L^{\psi}$ is independent of $(W, \mathcal{W})$, and under Assumption 3.3, the following convergence in distribution ${ }^{2}$ holds as $n \rightarrow \infty$,

$$
\mathcal{Z}^{n} \rightarrow \operatorname{vec}\left(W, \mathcal{W}, L^{\psi}\right)
$$

By rearranging components of $\mathcal{W}$, we may consider $\mathcal{W}$ as an $\mathbb{R}^{D \times D}$-valued process. Then Theorem 3.5 suggests that the exploratory SDE in the continuous-time setting for the controlled wealth process $X^{H}$ with an admissible $H$ is as follows

$$
\begin{align*}
\mathrm{d} X_{t}^{H}=\left(\mu_{t}^{H}\right)^{\top} b\left(Y_{t-}\right) \mathrm{d} t & +\left(\mu_{t}^{H}\right)^{\top} a\left(Y_{t-}\right) \mathrm{d} W_{t}+\operatorname{tr}\left[\left(\Theta_{t}^{H}\right)^{\frac{1}{2}} a\left(Y_{t-}\right) \mathrm{d} \mathcal{W}_{t}^{\top}\right] \\
& +\int_{E \times \mathbb{R}^{D}} H_{t}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{t-}\right) e \widetilde{N}_{L}^{\psi}(\mathrm{d} t, \mathrm{~d} e, \mathrm{~d} u), \quad X_{0}^{H}=x_{0} \in \mathbb{R} \tag{3.5}
\end{align*}
$$

where $\widetilde{N}_{L}^{\psi}$ is the compensated Poisson random measure of $L^{\psi}$ and the underlying process $Y$ is given by

$$
\mathrm{d} Y_{t}=b\left(Y_{t-}\right) \mathrm{d} t+a\left(Y_{t-}\right) \mathrm{d} W_{t}+\gamma\left(Y_{t-}\right) \int_{E \times \mathbb{R}^{D}} e \widetilde{N}_{L}^{\psi}(\mathrm{d} t, \mathrm{~d} e, \mathrm{~d} u), \quad Y_{0}=y_{0} \in \mathbb{R}^{D}
$$

One notices that such a $Y$ also admits $\mathcal{L}_{Y}$ in (2.2) as the generator.
Remark 3.6. Let us briefly comment on SDE (3.5). For the Brownian component, the noise caused by exploration, i.e. $\mathcal{W}$, is completely separated from the original noise, i.e. $W$. While for the jump part, both noises are simultaneously captured by the Poisson random measure generated by a $D^{2}$-dimensional Lévy process. Interestingly, for the optimal control $H$ obtained in (4.22), it turns out that one can completely separate these two sources of randomness due to the linearity with respect to the exploration variable.

Remark 3.7. If the control enters in the drift part only, then the reasoning in Section 3.2 .2 shows that there is no extra exploration noise in the continuous-time formulation. This is the case, e.g., in [9] where the authors add jumps as uncontrolled Lévy noise.

## 4. Entropy-REGULARIzEd exploratory MV problem with Lévy jumps

We work on a fixed complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ carrying the triplet ( $W, \mathcal{W}, L^{\psi}$ ) aforementioned in Theorem 3.5. Let $N_{L}^{\psi}$ denote the associated Poisson random measure of $L^{\psi}$ with the compensation $\widetilde{N}_{L}^{\psi}:=N_{L}^{\psi}-\boldsymbol{\lambda}_{1} \otimes \nu_{L}^{\psi}$, where $\boldsymbol{\lambda}_{1}$ is the 1-dimensional Lebesgue measure. For $0 \leq t \leq s \leq T$, we denote $\mathcal{F}_{s}^{t}=\sigma\left\{W_{r}-W_{t}, \mathcal{W}_{r}-\mathcal{W}_{t}, L_{r}^{\psi}-L_{t}^{\psi}: t \leq r \leq s\right\}$ augmented by all $\mathbb{P}$-null sets. Set $\mathcal{F}_{s}:=\mathcal{F}_{s}^{0}$.

For $\xi \sim \mathcal{N}\left(0, I_{D}\right)$ we define the family of deterministic admissible functions as

$$
\mathcal{A}:=\left\{F \mid F: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D} \text { Borel, } \int_{\mathbb{R}^{D}}\|F(u)\|^{2} \varphi_{D}(u) \mathrm{d} u<\infty, F(\xi) \text { has a probability density } p^{F}\right\}
$$

Admissible controls in the discrete-time setting are adapted to the continuous-time setting as follows.
Definition 4.1 (Admissible control). For $(t, y) \in[0, T) \times \mathbb{R}^{D}$, denote by $\mathcal{A}(t, y)$ the family of all admissible controls $H$ for which the following conditions hold:
(H1) (Admissibility) $H:[t, T] \times \Omega \times \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ satisfies that

[^2](a) $H$ is $\mathcal{P}([t, T]) \otimes \mathcal{B}\left(\mathbb{R}^{D}\right)$-measurable, where $\mathcal{P}([t, T])$ is the predictable $\sigma$-algebra on $[t, T] \times \Omega$;
(b) $H_{s}(\cdot):=H_{s}(\omega ; \cdot) \in \mathcal{A}$ for all $(s, \omega) \in[t, T] \times \Omega$.
(H2) (Integrability) It holds that
\[

$$
\begin{equation*}
\mathbb{P}\left(\int_{t}^{T} \int_{\mathbb{R}^{D}}\left\|H_{s}(u)\right\|^{2} \varphi_{D}(u) \mathrm{d} u<\infty\right)=1 \tag{4.1}
\end{equation*}
$$

\]

and that processes $\mu^{H}=\left(\mu_{s}^{H}\right)_{s \in[t, T]}, \Theta^{H}=\left(\Theta_{s}^{H}\right)_{s \in[t, T]}$ defined on $[t, T] \times \Omega$ by
$\mu_{s}^{H}:=\int_{\mathbb{R}^{D}} H_{s}(u) \varphi_{D}(u) \mathrm{d} u, \quad \widetilde{H}_{s}(u):=H_{s}(u)-\mu_{s}^{H}, \quad \Theta_{s}^{H}:=\int_{\mathbb{R}^{D}} \widetilde{H}_{s}(u) \widetilde{H}_{s}(u)^{\top} \varphi_{D}(u) \mathrm{d} u$,
satisfy that

$$
\begin{align*}
\mathbb{E}\left[\int _ { t } ^ { T } \left(\left(\mu_{s}^{H}\right)^{\top} A\left(Y_{s-}^{t, y}\right) \mu_{s}^{H}+\operatorname{tr}\left[A\left(Y_{s-}^{t, y}\right) \Theta_{s}^{H}\right]\right.\right. & \left.\left.+\int_{E \times \mathbb{R}^{D}}\left|H_{s}(u)^{\top} \gamma\left(Y_{s-}^{t, y}\right) e\right|^{2} \nu(\mathrm{~d} e) \varphi_{D}(u) \mathrm{d} u\right) \mathrm{~d} s\right] \\
& +\mathbb{E}\left[\left|\int_{t}^{T}\right|\left(\mu_{s}^{H}\right)^{\top} b\left(Y_{s-}^{t, y}\right)|\mathrm{d} s|^{2}\right]<\infty \tag{4.2}
\end{align*}
$$

where $Y^{t, y}=\left(Y_{s}^{t, y}\right)_{s \in[t, T]}$ is a unique (càdlàg) strong solution to the following SDE on $[t, T]$

$$
\begin{equation*}
\mathrm{d} Y_{s}^{t, y}=b\left(Y_{s-}^{t, y}\right) \mathrm{d} s+a\left(Y_{s-}^{t, y}\right) \mathrm{d} W_{s}+\gamma\left(Y_{s-}^{t, y}\right) \int_{E \times \mathbb{R}^{D}} e \widetilde{N}_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u), \quad Y_{t}^{t, y}=y \tag{4.3}
\end{equation*}
$$

(H3) (Finite accumulative differential entropy) There is a kernel $p^{H}:[t, T] \times \Omega \times \mathbb{R}^{D} \rightarrow \mathbb{R}$ such that $p_{s}^{H}(\omega ; \cdot)$ is a probability density function of $H_{s}(\omega ; \zeta)$ for any $(s, \omega) \in[t, T] \times \Omega$, where $\zeta \sim \mathcal{N}\left(0, I_{D}\right)$, and that $(s, \omega) \mapsto \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u$ is $\left(\mathcal{F}_{s}^{t}\right)_{s \in[t, T]}$-predictable with

$$
\begin{equation*}
\mathbb{E}\left[\int_{t}^{T}\left|\int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u\right| \mathrm{d} s\right]<\infty . \tag{4.4}
\end{equation*}
$$

For a given control $H \in \mathcal{A}(t, y)$ and $x \in \mathbb{R}$, the dynamic of the controlled wealth process $X^{t, x, y ; H}=$ $\left(X_{s}^{t, x, y ; H}\right)_{s \in[t, T]}$, which is assumed to has càdlàg paths, is described by the exploratory SDE on $[t, T]$ as

$$
\begin{align*}
\mathrm{d} X_{s}^{t, x, y ; H}= & \left(\mu_{s}^{H}\right)^{\mathrm{\top}} b\left(Y_{s-}^{t, y}\right) \mathrm{d} s+\left(\mu_{s}^{H}\right)^{\top} a\left(Y_{s-}^{t, y}\right) \mathrm{d} W_{s}+\operatorname{tr}\left[\left(\Theta_{s}^{H}\right)^{\frac{1}{2}} a\left(Y_{s-}^{t, y}\right) \mathrm{d} \mathcal{W}_{s}^{\top}\right] \\
& +\int_{E \times \mathbb{R}^{D}} H_{s}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{s-}^{t, y}\right) e \widetilde{N}_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u), \quad X_{t}^{t, x, y ; H}=x \tag{4.5}
\end{align*}
$$

where $Y^{t, y}$ solves the $\operatorname{SDE}$ (4.3).
Remark 4.2. (1) Processes $\mu^{H}$ and $\Theta^{H}$ are predictable by (H1) and Fubini's theorem.
(2) As a consequence of [4, Theorem X.1.1], there exists a $c_{D}>0$ such that $\left\|A^{\frac{1}{2}}-B^{\frac{1}{2}}\right\| \leq c_{D}\|A-B\|^{\frac{1}{2}}$ for any $A, B \in \mathbb{S}_{+}^{D}$. Hence $\mathbb{S}_{+}^{D} \ni A \mapsto A^{\frac{1}{2}}$ is (Hölder) continuous which then ensures that $\left(\Theta^{H}\right)^{\frac{1}{2}}$ is also a predictable $\mathbb{S}_{+}^{D}$-valued process.
(3) Due to the integrability condition (4.2), $X^{t, x, y ; H}$ in (4.5) is a square integrable process satisfying

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq s \leq T}\left|X_{s}^{t, x, y ; H}\right|^{2}\right]<\infty \tag{4.6}
\end{equation*}
$$

4.1. Problem formulation. We are now in a position to formulate the entropy-regularized exploratory MV problem. Remark that, due to the time inconsistency of the MV problem, we just examine solutions among precommitted strategies which are optimal at $t=0$ only.

Let us fix a $\hat{z} \in \mathbb{R}$ which represents the targeted expected terminal wealth. For an initial wealth $x_{0} \in \mathbb{R}$ and $y_{0} \in \mathbb{R}^{D}$, we consider the problem

$$
\left\{\begin{array}{l}
\min _{H \in \mathcal{A}\left(0, y_{0}\right)} \mathbb{E}\left[\left(X_{T}^{0, x_{0}, y_{0} ; H}-\mathbb{E}\left[X_{T}^{0, x_{0}, y_{0} ; H}\right]\right)^{2}+\lambda \int_{0}^{T} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u \mathrm{~d} s\right]  \tag{4.7}\\
\text { subject to } X^{0, x_{0}, y_{0} ; H} \text { given in (4.5) and } \mathbb{E}\left[X_{T}^{0, x_{0}, y_{0} ; H}\right]=\hat{z} .
\end{array}\right.
$$

Here the exploration weight $\lambda \geq 0$, which is fixed from now on, describes the trade-off between exploitation and exploration and it is also known as the temperature parameter in the RL literature.

We follow [27] to apply the Lagrange multiplier method to solve (4.7) (see Section 2.4 for a similar argument in the setting without exploration). In the first step, we examine the following entropy-regularized quadratic-loss minimization problem, parameterized by $\hat{w} \in \mathbb{R}$,

$$
\left\{\begin{array}{l}
\min _{H \in \mathcal{A}\left(0, y_{0}\right)} \mathbb{E}\left[\left(X_{T}^{0, x_{0}, y_{0} ; H}-\hat{w}\right)^{2}+\lambda \int_{0}^{T} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u \mathrm{~d} s\right]  \tag{4.8}\\
\text { subject to } X^{0, x_{0}, y_{0} ; H} \text { given in (4.5). }
\end{array}\right.
$$

We solve (4.8) to obtain a solution $H^{*}:=H^{*}(\hat{w})$ depending on $\hat{w}$. This task is presented in Section 4.2. In the next step, we find the Lagrange multiplier $\hat{w}$ by using the constraint $\mathbb{E}\left[X_{T}^{H^{*}}\right]=\hat{z}$. Then $H^{*}(\hat{w})$ is a solution to problem (4.7) where $\hat{w}$ is the obtained Lagrange multiplier. The latter task is done in Section 4.3.
4.2. The entropy-regularized quadratic-loss optimization problem. Let us fix $\hat{w} \in \mathbb{R}$. Problem (4.8) is an unconstrained control problem and we will find its solutions via the dynamic programing approach. Define the function $V^{H}(\cdot \mid \hat{w})$ associated with a control $H \in \mathcal{A}(t, y)$ and $x \in \mathbb{R}$ by setting

$$
V^{H}(t, x, y \mid \hat{w}):=\mathbb{E}\left[\left(X_{T}^{t, x, y ; H}-\hat{w}\right)^{2}+\lambda \int_{t}^{T} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u \mathrm{~d} s\right] .
$$

We consider the following system of problems which particularly yields to (4.8) when $(t, x, y)=\left(0, x_{0}, y_{0}\right)$.
Problem 4.3. For given $(t, x, y) \in[0, T) \times \mathbb{R} \times \mathbb{R}^{D}$, find an $H^{*} \in \mathcal{A}(t, y)$ such that

$$
\begin{equation*}
V^{*}(t, x, y \mid \hat{w}):=V^{H^{*}}(t, x, y \mid \hat{w})=\min _{H \in \mathcal{A}(t, y)} V^{H}(t, x, y \mid \hat{w}) \tag{4.9}
\end{equation*}
$$

subject to the state equation (4.5).
Definition 4.4. For a given initial triple $(t, x, y)$, any $H^{*} \in \mathcal{A}(t, y)$ satisfying (4.9) is called an optimal control, the corresponding controlled state process $X^{t, x, y ; *}:=X^{t, x, y ; H^{*}}$ is called an optimal state/wealth process, and $V^{*}(\cdot \mid \hat{w})$ satisfying the terminal condition $V^{*}(T, x, y \mid \hat{w})=(x-\hat{w})^{2}$ is called the value function.
4.2.1. Entropy-regularized Hamilton-Jacobi-Bellman (HJB) equation. As we use the dynamic programming approach to solve Problem 4.3, it is useful to investigate the associated HJB equation. Let us first introduce some notations. For $F \in \mathcal{A}$, we define $m^{F} \in \mathbb{R}^{D}$ and $\theta^{F} \in \mathbb{S}_{+}^{D}$ by

$$
\begin{aligned}
m^{F} & :=\int_{\mathbb{R}^{D}} F(u) \varphi_{D}(u) \mathrm{d} u \\
\theta^{F} & :=\int_{\mathbb{R}^{D}}\left(F(u)-m^{F}\right)\left(F(u)-m^{F}\right)^{\top} \varphi_{D}(u) \mathrm{d} u=\int_{\mathbb{R}^{D}} F(u) F(u)^{\top} \varphi_{D}(u) \mathrm{d} u-m^{F}\left(m^{F}\right)^{\top},
\end{aligned}
$$

and the differential entropy of $F$ is denoted by

$$
\operatorname{Ent}(F):=-\int_{\mathbb{R}^{D}} p^{F}(u) \log p^{F}(u) \mathrm{d} u
$$

Using the classical Bellman's principle of optimality and a standard verification argument (see the proof of Theorem 4.10 below) we find that the HJB type formula in our setting is stated in form of a (possibly degenerate) second-order PIDE as follows:

$$
\begin{align*}
& 0= \partial_{t} v(t, x, y)+b(y)^{\top} \mathcal{D}_{y} v(t, x, y)+\frac{1}{2} \operatorname{tr}\left[A(y) \mathcal{D}_{y y}^{2} v(t, x, y)\right] \\
&+\min _{F \in \mathcal{A}}\left\{\begin{array}{l}
\frac{1}{2} \partial_{x x}^{2} v(t, x, y)\left(\left(m^{F}\right)^{\top} A(y) m^{F}\right. \\
\\
\\
\end{array}+\int_{E \times \mathbb{R}^{D}}\left(v(t, x) \theta^{F}\right]\right)+\left(m^{F}\right)^{\top}\left(A(y) \mathcal{D}_{x y}^{2} v(t, x, y)+\partial_{x} v(t, x, y) b(y)\right) \\
&\left.\quad-\partial_{x} v(t, x, y) F(u)^{\top} \gamma(y) e-\mathcal{D}_{y} v(t, x, y)^{\top} \gamma(y) e\right) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u \\
&-\lambda \operatorname{Ent}(F)\}, \quad(t, x, y) \in[0, T) \times \mathbb{R} \times \mathbb{R}^{D},
\end{align*}
$$

with the terminal condition $v(T, x, y)=(x-\hat{w})^{2}$ for $(x, y) \in \mathbb{R} \times \mathbb{R}^{D}$.
Remark 4.5. According to [6, Theorem 8.6.5], one has Ent $(F)=-\infty$ if $\operatorname{det}\left(\theta^{F}\right)=0$. Hence, it suffices to consider the above minimization over $F \in \mathcal{A}$ with $\operatorname{det}\left(\theta^{F}\right)>0$, i.e. over $F \in \mathcal{A}$ with $\theta^{F} \in \mathbb{S}_{++}^{D}$.

Remark 4.6. In the case of no jumps, i.e. $\nu=0$, (4.10) simplifies to

$$
\begin{aligned}
0= & \partial_{t} v(t, x, y)+b(y)^{\top} \mathcal{D}_{y} v(t, x, y)+\frac{1}{2} \operatorname{tr}\left[A(y) \mathcal{D}_{y y}^{2} v(t, x, y)\right] \\
+ & \min _{m \in \mathbb{R}^{D}, \theta \in \mathbb{S}_{++}^{D}}\left\{\frac{1}{2} \partial_{x x}^{2} v(t, x, y)\left(m^{\top} A(y) m+\operatorname{tr}[A(y) \theta]\right)+m^{\top}\left(A(y) \mathcal{D}_{x y}^{2} v(t, x, y)+\partial_{x} v(t, x, y) b(y)\right)\right. \\
& \left.\quad-\lambda \max \left\{\operatorname{Ent}(F) \mid F \in \mathcal{A} ; m^{F}=m \text { and } \theta^{F}=\theta\right\}\right\}, \quad(t, x, y) \in[0, T) \times \mathbb{R} \times \mathbb{R}^{D} .
\end{aligned}
$$

By the entropy-maximizing property of the Gaussian distribution, the maximum over $F$ is achieved at the linear function $F(u)=m+\theta^{\frac{1}{2}} u$ and the HJB-equation becomes a second-order PDE for the unknown value function $v$. This PDE can the be solved by a quadratic ansatz as done e.g. in [27] for the case $D=1$ and constant coefficients. In the presence of jumps, this "separation argument" (solving first for $F$ given its first two moments) a priori does not work anymore, because $F$ explicitly enters the integral term of the HJB-PIDE (4.10). As we will show in the next section, (4.10) can nonetheless be solved by a quadratic ansatz, and, then, the separation step can be performed a posteriori, leading to the Gaussianity of the optimal control law.
4.2.2. Quadratic ansatz. We first introduce the following function classes in relation to the coefficient $\gamma$ and Lévy measure $\nu$.
Definition 4.7. For a Borel function $g:[0, T] \times \mathbb{R}^{D} \rightarrow \mathbb{R}$ we let $g \in \Upsilon(0)$ (resp. $g \in \Upsilon(1), g \in \Upsilon(2)$ ) if there exists a (jointly) continuous function $\Upsilon_{g}^{(0)}\left(\right.$ resp. $\left.\Upsilon_{g}^{(1)}, \Upsilon_{g}^{(2)}\right):[0, T] \times \mathbb{R}^{D} \rightarrow[0, \infty)$ such that

$$
\begin{array}{ll} 
& \int_{E}|g(t, y+\gamma(y) e)|\|e\|^{2} \nu(\mathrm{~d} e) \leq \Upsilon_{g}^{(0)}(t, y) \\
\text { resp. } & \int_{E}|g(t, y+\gamma(y) e)-g(t, y)|\|e\| \nu(\mathrm{d} e) \leq \Upsilon_{g}^{(1)}(t, y) \\
\text { resp. } & \int_{E}\left|g(t, y+\gamma(y) e)-g(t, y)-\mathcal{D}_{y} g(t, y)^{\top} \gamma(y) e\right| \nu(\mathrm{d} e) \leq \Upsilon_{g}^{(2)}(t, y),
\end{array}
$$

for all $(t, y) \in[0, T] \times \mathbb{R}^{D}$, where we additionally assume that $\mathcal{D}_{y} g$ exists and measurable for $g \in \Upsilon(2)$. Then $\Upsilon_{g}^{(k)}$ is called an $\Upsilon$-dominating function of $g \in \Upsilon(k)$.
Remark 4.8. A standard calculation shows that $g \in \Upsilon(0) \cap \Upsilon(1) \cap \Upsilon(2)$ if $\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)<\infty$ and one of the following holds:
(a) $g$ is twice continuously differentiable with respect to $y$ with

$$
\sup _{(t, y) \in[0, T] \times \mathbb{R}^{D}}\left(|g(t, y)|+\left\|\mathcal{D}_{y} g(t, y)\right\|+\left\|\mathcal{D}_{y y}^{2} g(t, y)\right\|\right)<\infty .
$$

(b) $\sup _{(t, y) \in[0, T] \times \mathbb{R}^{D}}|g(t, y)|<\infty, \mathcal{D}_{y} g$ is jointly continuous on $[0, T] \times \mathbb{R}^{D}$, and $\nu(E)<\infty$.

For $\alpha \in \Upsilon(0) \cap \Upsilon(1), \alpha>0$ on $[0, T] \times \mathbb{R}^{D}$, and $\mathcal{D}_{y} \alpha$ exists, we define the functions $\mathcal{M}_{\alpha}:[0, T] \times \mathbb{R}^{D} \rightarrow$ $\mathbb{R}^{D}$ and $\mathcal{S}_{\alpha}:[0, T] \times \mathbb{R}^{D} \rightarrow \mathbb{S}_{++}^{D}$ as

$$
\begin{align*}
\mathcal{M}_{\alpha}(t, y) & :=\alpha(t, y) b(y)+A(y) \mathcal{D}_{y} \alpha(t, y)+\gamma(y) \int_{E}(\alpha(t, y+\gamma(y) e)-\alpha(t, y)) e \nu(\mathrm{~d} e)  \tag{4.11}\\
\mathcal{S}_{\alpha}(t, y) & :=\alpha(t, y) A(y)+\gamma(y)\left(\int_{E} \alpha(t, y+\gamma(y) e) e e^{\top} \nu(\mathrm{d} e)\right) \gamma(y)^{\top} \tag{4.12}
\end{align*}
$$

In particular, if $\alpha \equiv 1$ on $[0, T] \times \mathbb{R}^{D}$ then $\mathcal{M}_{\alpha}=b$ and $\mathcal{S}_{\alpha}=\Sigma$. One also remarks that the mapping $\mathcal{S}_{\alpha}$ is well-defined. Indeed, for any $(t, y) \in[0, T] \times \mathbb{R}^{D}$ and $u \in \mathbb{R}^{D} \backslash\{0\}$, one has $u^{\top} \mathcal{S}_{\alpha}(t, y) u>0$ because of $\alpha>0$ and the non-degenerate condition (see Section 3.1). As a consequence, the inverse $\mathcal{S}_{\alpha}^{-1}(t, y)$ exists and also belongs to $\mathbb{S}_{++}^{D}$ which can be easily derived from the spectral decomposition of $\mathcal{S}_{\alpha}(t, y)$.

Proposition 4.9 (Quadratic value function). Let $\alpha, \beta \in C^{1,2}\left([0, T] \times \mathbb{R}^{D}\right) \cap \Upsilon(2)$. Assume that $\alpha \in$ $\Upsilon(0) \cap \Upsilon(1)$ and $\alpha>0$, and that $\alpha, \beta$ solve the following system of PIDEs pointwise on $[0, T) \times \mathbb{R}^{D}$,

$$
\left\{\begin{array}{l}
\partial_{t} \alpha(t, y)+\mathcal{L}_{Y} \alpha(t, y)-\left(\mathcal{N}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \mathcal{N}_{\alpha}\right)(t, y)=0  \tag{4.13}\\
\partial_{t} \beta(t, y)+\mathcal{L}_{Y} \beta(t, y)-\frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}\left(\mathcal{S}_{\alpha}(t, y)\right)}\right)=0 \\
\alpha(T, \cdot) \equiv 1 \quad \text { and } \quad \beta(T, \cdot) \equiv 0
\end{array}\right.
$$

where $\mathcal{L}_{Y} \phi(t, y):=\left(\mathcal{L}_{Y} \phi(t, \cdot)\right)(y)$ for $\phi \in\{\alpha, \beta\}$. Then, for $(t, x, y) \in[0, T] \times \mathbb{R} \times \mathbb{R}^{D}$,

$$
\begin{equation*}
v^{\mathrm{opt}}(t, x, y):=\alpha(t, y)(x-\hat{w})^{2}+\beta(t, y) \tag{4.14}
\end{equation*}
$$

solves the HJB equation (4.10). Moreover, a minimizer $F^{\mathrm{opt}}=F_{\alpha}^{\mathrm{opt}}(t, x, y ; \lambda ; \cdot) \in \mathcal{A}$ is

$$
\begin{equation*}
F_{\alpha}^{\mathrm{opt}}(t, x, y ; \lambda ; u)=m_{\alpha}^{\mathrm{opt}}(t, x, y)+\theta_{\alpha}^{\mathrm{opt}}(t, y ; \lambda)^{\frac{1}{2}} u \tag{4.15}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{\alpha}^{\mathrm{opt}}(t, x, y):=-(x-\hat{w})\left(\mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)(t, y) \quad \text { and } \quad \theta_{\alpha}^{\mathrm{opt}}(t, y ; \lambda):=\frac{\lambda}{2} \mathcal{S}_{\alpha}^{-1}(t, y) \tag{4.16}
\end{equation*}
$$

Proof. One first notices that $\mathcal{L}_{Y} \alpha(t, \cdot)$ and $\mathcal{L}_{Y} \beta(t, \cdot)$ are well-defined functions for $t \in[0, T]$. To simplify the presentation, we omit the argument $y$ of coefficient functions $b, A, \gamma$, and for fixed $(t, y)$, we formally use the following notations for $\alpha$ (and analogously for $\beta$ ),

$$
\alpha:=\alpha(t, y), \quad \tilde{\alpha}(e):=\alpha(t, y+\gamma(y) e), \quad \mathcal{L}_{Y} \alpha:=\mathcal{L}_{Y} \alpha(t, y)
$$

Plugging the ansatz (4.14) into the HJB equation (4.10) and rearranging terms we get the following which holds pointwise on $[0, T) \times \mathbb{R} \times \mathbb{R}^{D}$,

$$
\begin{align*}
0= & (x-\hat{w})^{2}\left(\partial_{t} \alpha+\mathcal{L}_{Y} \alpha\right)+\left(\partial_{t} \beta+\mathcal{L}_{Y} \beta\right) \\
& +\min _{F \in \mathcal{A}, \theta^{F} \in \mathbb{S}_{++}^{D}}\left\{\alpha\left(\left(m^{F}\right)^{\top} A m^{F}+\operatorname{tr}\left[A \theta^{F}\right]\right)+2(x-w)\left(m^{F}\right)^{\top}\left(A \mathcal{D}_{y} \alpha+\alpha b\right)\right. \\
& \left.+\int_{E}\left(\tilde{\alpha}(e) e^{\top} \gamma^{\top}\left(\theta^{F}+m^{F}\left(m^{F}\right)^{\top}\right) \gamma e+2(x-w)(\tilde{\alpha}(e)-\alpha)\left(m^{F}\right)^{\top} \gamma e\right) \nu(\mathrm{d} e)-\lambda \operatorname{Ent}(F)\right\}, \tag{4.17}
\end{align*}
$$

where the minimization is taken over $F \in \mathcal{A}$ with $\theta^{F} \in \mathbb{S}_{++}^{D}$ due to Remark 4.5. Remark that given any $m \in \mathbb{R}^{D}, \theta \in \mathbb{S}_{++}^{D}$, there always exists an $F \in \mathcal{A}$ such that $m^{F}=m$ and $\theta^{F}=\theta$, for example, one might take $F(u)=m+\theta^{\frac{1}{2}} u$. Then the minimum over $F \in \mathcal{A}$ with $\theta^{F} \in \mathbb{S}_{++}^{D}$ in (4.17) can be separated into two individual minimization problems, one is over $m^{F} \in \mathbb{R}^{D}$ and the other is over $\theta^{F} \in \mathbb{S}_{++}^{D}$. Specifically, let $\Psi_{(4.17)}^{F}$ denote the expression inside the minimum in (4.17), then one has

$$
\begin{align*}
\min _{F \in \mathcal{A}, \theta^{F} \in \mathbb{S}_{++}^{D}} \Psi_{(4.17)}^{F}= & \min _{m \in \mathbb{R}^{D}}\left\{\alpha m^{\top} A m+2(x-w) m^{\top}\left(A \mathcal{D}_{y} \alpha+\alpha b\right)\right. \\
& \left.+\int_{E}\left(\tilde{\alpha}(e)\left(m^{\top} \gamma e\right)^{2}+2(x-w)(\tilde{\alpha}(e)-\alpha) m^{\top} \gamma e\right) \nu(\mathrm{d} e)\right\} \\
& +\min _{\theta \in \mathbb{S}_{++}^{D}}\left\{\alpha \operatorname{tr}[A \theta]+\int_{E} \tilde{\alpha}(e) e^{\top} \gamma^{\top} \theta \gamma e \nu(\mathrm{~d} e)-\lambda \max _{F \in \mathcal{A}, \theta^{F}=\theta} \operatorname{Ent}(F)\right\} \\
= & \min _{m \in \mathbb{R}^{D}} f_{(4.18)}(m)+\min _{\theta \in \mathbb{S}_{++}^{D}} g_{(4.18)}(\theta) . \tag{4.18}
\end{align*}
$$

It is known that the differential entropy is translation invariant and it is maximized over all distributions with a given covariance matrix by Gaussian distribution, see, e.g., [6, Theorem 8.6.5]. Hence, $g_{(4.18)}$ can be expressed as

$$
g_{(4.18)}(\theta)=\alpha \operatorname{tr}[A \theta]+\int_{E} \tilde{\alpha}(e) e^{\mathrm{T}} \gamma^{\top} \theta \gamma e \nu(\mathrm{~d} e)-\frac{\lambda}{2} \log (\operatorname{det}(\theta))-\frac{\lambda D}{2} \log (2 \pi \mathrm{e}) .
$$

Combining (4.17) with (4.18) yields the equation

$$
\begin{equation*}
(x-\hat{w})^{2}\left(\partial_{t} \alpha+\mathcal{L}_{Y} \alpha\right)+\left(\partial_{t} \beta+\mathcal{L}_{Y} \beta\right)+\min _{m \in \mathbb{R}^{D}} f_{(4.18)}(m)+\min _{\theta \in \mathbb{S}_{++}^{D}} g_{(4.18)}(\theta)=0 \tag{4.19}
\end{equation*}
$$

We first consider the minimization problem

$$
\min _{\theta \in \mathbb{S}_{++}^{D}} g_{(4.18)}(\theta)
$$

By vectorization, $\mathbb{S}_{++}^{D}$ can be regarded as an open subset of $\mathbb{R}^{D(D+1) / 2}$, where the openness (under the Euclidean norm) can be inferred from Sylvester's criterion, so that $g_{(4.18)}$ becomes a function defined on $\mathbb{S}_{++}^{D} \subset \mathbb{R}^{D(D+1) / 2}$. Since $\theta \mapsto-\log (\operatorname{det}(\theta))$ is a convex and differentiable function on $\mathbb{S}_{++}^{D}$, it implies that $g_{(4.18)}$ is also convex and differentiable. Hence, solutions of $\mathcal{D} g_{(4.18)}$ globally minimize $g_{(4.18)}$ on $\mathbb{S}_{++}^{D}$. To
find its solutions, we represent $\theta=\left(\theta^{(1,1)}, \ldots, \theta^{(D, 1)}, \theta^{(2,2)}, \ldots \theta^{(D, 2)}, \ldots, \theta^{(D, D)}\right)^{\top} \in \mathbb{R}^{D(D+1) / 2}$. Then, for $1 \leq j \leq i \leq D$, according to [13, p.311, Eq. (8.12)] one has

$$
\frac{\partial \log \operatorname{det}(\theta)}{\partial \theta^{(i, j)}}=\left[2 \theta^{-1}-\operatorname{diag}\left(\theta^{-1}\right)\right]^{(i, j)}
$$

so that the partial derivatives of $g_{(4.18)}$ are computed by
$\frac{\partial g_{(4.18)}}{\partial \theta^{(i, j)}}(\theta)=\alpha[2 A-\operatorname{diag}(A)]^{(i, j)}+\int_{E} \tilde{\alpha}(e)\left[2 \gamma e e^{\top} \gamma^{\top}-\operatorname{diag}\left(\gamma e e^{\top} \gamma^{\top}\right)\right]^{(i, j)} \nu(\mathrm{d} e)-\frac{\lambda}{2}\left[2 \theta^{-1}-\operatorname{diag}\left(\theta^{-1}\right)\right]^{(i, j)}$.
Solving $\mathcal{D} g_{(4.18)}(\theta)=0$ we get the solution $\theta=\theta_{\alpha}^{\text {opt }}(t, y ; \lambda)$ as provided in (4.16). Hence, $\theta_{\alpha}^{\text {opt }}(t, y ; \lambda)$ is a global minimizer of $g_{(4.18)}$ on $\mathbb{S}_{++}^{D}$. We next investigation the problem

$$
\min _{m \in \mathbb{R}^{D}} f_{(4.18)}(m)
$$

Solving $\mathcal{D} f_{(4.18)}(m)=0$ yields the solution $m=m_{\alpha}^{\text {opt }}(t, x, y)$ which is provided in (4.16). Moreover, since

$$
\mathcal{D}^{2} f_{(4.18)}=2 \alpha A+2 \gamma\left(\int_{E} \tilde{\alpha}(e) e e^{\top} \nu(\mathrm{d} e)\right) \gamma^{\top}=2 \mathcal{S}_{\alpha}
$$

and $\mathcal{S}_{\alpha} \in \mathbb{S}_{++}^{D}$ as claimed above, we infer that $m_{\alpha}^{\text {opt }}(t, x, y)$ is a global minimizer of $f_{(4.18)}$ on $\mathbb{R}^{D}$. Plugging these minimizers back into (4.19) and noticing that

$$
\operatorname{tr}\left[\alpha A S_{\alpha}^{-1}\right]=\operatorname{tr}\left[I_{D}-\int_{E} \tilde{\alpha}(e) \gamma e e^{\top} \gamma^{\top} \mathcal{S}_{\alpha}^{-1} \nu(\mathrm{~d} e)\right]=D-\int_{E} \tilde{\alpha}(e) e^{\top} \gamma^{\top} \mathcal{S}_{\alpha}^{-1} \gamma e \nu(\mathrm{~d} e)
$$

we eventually arrive at the equation

$$
0=(x-\hat{w})^{2}\left(\partial_{t} \alpha+\mathcal{L}_{Y} \alpha-\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)+\left(\partial_{t} \beta+\mathcal{L}_{Y} \beta-\frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}\left(\mathcal{S}_{\alpha}\right)}\right)\right)
$$

which holds true according to assumption (4.13). As a consequence, the function provided in (4.15) is an optimal solution of (4.17).
4.2.3. Verification argument. In the following result, the coefficients $K \in\{b, a, \gamma, A, \Sigma\}$ are conveniently extended to be defined on $[0, T] \times \mathbb{R}^{D}$ by setting $K(t, y):=K(y)$. We recall $\mathcal{M}_{\alpha}$ and $\mathcal{S}_{\alpha}$ from (4.11) and (4.12) respectively.

Theorem 4.10. Let $\alpha, \beta$ satisfy the assumptions of Proposition 4.9. Let $(t, x, y) \in[0, T) \times \mathbb{R} \times \mathbb{R}^{D}$ and recall $Y^{t, y}$ in (4.3). Assume furthermore that $\left\{\beta\left(\tau, Y_{\tau}^{t, y}\right) \mid \tau: \Omega \rightarrow[t, T]\right.$ is a stopping time $\}$ is uniformly integrable and that $\alpha$ is bounded on $[0, T] \times \mathbb{R}^{D}$ and satisfies

$$
\begin{align*}
& \int_{t}^{T}\left|\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} b\right)\left(s, Y_{s-}^{t, y}\right)\right|^{2} \mathrm{~d} s+\sup _{s \in(t, T)}\left|\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \Sigma \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}^{t, y}\right)\right| \leq c_{(4.20)} \quad \text { a.s. }  \tag{4.20}\\
& \mathbb{E}\left[\int_{t}^{T} \operatorname{tr}\left[\left(\Sigma \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}^{t, y}\right)\right] \mathrm{d} s\right]+\mathbb{E}\left[\int_{t}^{T}\left|\log \left(\operatorname{det}\left(\mathcal{S}_{\alpha}\left(s, Y_{s-}^{t, y}\right)\right)\right)\right| \mathrm{d} s\right]<\infty \tag{4.21}
\end{align*}
$$

for some non-random constant $c_{(4.20)}>0$. Then a solution for Problem 4.3 is

$$
\begin{equation*}
H_{s}^{t, x, y ; *}(u)=-\left(X_{s-}^{t, x, y ; *}-\hat{w}\right)\left(\mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}^{t, y}\right)+\sqrt{\frac{\lambda}{2}} \mathcal{S}_{\alpha}^{-\frac{1}{2}}\left(s, Y_{s-}^{t, y}\right) u, \quad s \in(t, T], u \in \mathbb{R}^{D} \tag{4.22}
\end{equation*}
$$

with $H_{t}^{t, x, y ;{ }^{*}}(u):=-(x-\hat{w})\left(\mathcal{S}_{\alpha}^{-1} \mathcal{N}_{\alpha}\right)(t, y)+\sqrt{\frac{\lambda}{2}} \mathcal{S}_{\alpha}^{-\frac{1}{2}}(t, y) u$, and the corresponding optimal wealth process $X^{t, x, y ; *}=\left(X_{s}^{t, x, y ; *}\right)_{s \in[t, T]}$ is a unique càdlàg (strong) solution to the SDE on $[t, T]$,

$$
\begin{equation*}
\mathrm{d} X_{s}^{t, x, y ; *}=-\left(X_{s-}^{t, x, y ; *}-\hat{w}\right) \mathrm{d} Z_{s}^{t, y}+\sqrt{\frac{\lambda}{2}} \mathrm{~d} M_{s}^{t, y}, \quad X_{t}^{t, x, y ; *}=x . \tag{4.23}
\end{equation*}
$$

Here $Z^{t, y}=\left(Z_{s}^{t, y}\right)_{s \in[t, T]}, M^{t, y}=\left(M_{s}^{t, y}\right)_{s \in[t, T]}$ are càdlàg with $Z_{t}^{t, y}=0, M_{t}^{t, y}=0$ given by

$$
\left\{\begin{array}{l}
\mathrm{d} Z_{s}^{t, y}=\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}^{t, y}\right) \mathrm{d} Y_{s}^{t, y} \\
\mathrm{~d} M_{s}^{t, y}=\operatorname{tr}\left[\left(\mathcal{S}_{\alpha}^{-\frac{1}{2}} a\right)\left(s, Y_{s-}^{t, y}\right) \mathrm{d} \mathcal{W}_{s}^{\top}\right]+\int_{E \times \mathbb{R}^{D}}\left(\mathcal{S}_{\alpha}^{-\frac{1}{2}}\left(s, Y_{s-}^{t, y}\right) \frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{s-}^{t, y}\right) e \widetilde{N}_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u)
\end{array}\right.
$$

The value function is $V^{*}(\cdot \mid \hat{w})=v^{\mathrm{opt}}$, where $v^{\mathrm{opt}}$ is provided in (4.14).

Remark 4.11. Formula (4.22) shows that an optimal exploration law has (conditional) Gaussian distribution with mean $-\left(X_{-}^{t, x, y ; *}-\hat{w}\right)\left(\mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(\cdot, Y_{-}^{t, y}\right)$ and covariance matrix $\frac{\lambda}{2} \mathcal{S}_{\alpha}^{-1}\left(\cdot, Y_{-}^{t, y}\right)$. One remarks that the mean linearly depends on the associated optimal state $X^{t, x, y ; *}$.

Proof of Theorem 4.10. Let us fix $(t, x, y) \in[0, T) \times \mathbb{R} \times \mathbb{R}^{D}$. For the sake of notational simplicity, in the presentation below we omit the super-scripts $(t, y)$ and $(t, x, y)$ in relevant processes such as $Y^{t, y}$ in (4.3), $X^{t, x, y ; H}$ in (4.5), and $M^{t, y}, Z^{t, y}$. Since $\mathbb{E}\left[\int_{t}^{T} \operatorname{tr}\left[\left(\Sigma \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right)\right] \mathrm{d} s\right]<\infty$ by (4.21), it implies that $M$ is a uniformly square integrable martingale with $\mathbb{E}\left[\max _{t \leq s \leq T}\left|M_{s}\right|^{2}\right]<\infty$ due to Doob's maximal inequality. By assumption (4.20), we apply Lemma B. 1 to infer that the SDE (4.23) has a unique càdlàg solution $X^{*}$ with

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \leq s \leq T}\left|X_{s}^{*}\right|^{2}\right]<\infty \tag{4.24}
\end{equation*}
$$

Step 1. Take $H \in \mathcal{A}(t, y)$ arbitrarily. For $v^{\text {opt }}$ given in (4.14), one has

$$
V^{H}(t, x, y \mid \hat{w})=\mathbb{E}\left[v^{\mathrm{opt}}\left(T, X_{T}^{H}, Y_{T}\right)+\lambda \int_{t}^{T} \int_{\mathbb{R}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u \mathrm{~d} s\right]
$$

Applying Itô's formula (see, e.g., [19, Theorem 2.5]) for $v^{\text {opt }} \in C^{1,2}\left([0, T] \times \mathbb{R}^{1+D}\right)$ and $X^{H}, Y$ we obtain, a.s., for $t<r \leq T$,

$$
\begin{align*}
& v^{\mathrm{opt}}\left(r, X_{r}^{H}, Y_{r}\right)-v^{\mathrm{opt}}(t, x, y) \\
&= \int_{t}^{r} \partial_{t} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right) \mathrm{d} s+\int_{t}^{r} \partial_{x} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\left(\mu_{s}^{H}\right)^{\top} b\left(Y_{s-}\right) \mathrm{d} s+\int_{t}^{r} \mathcal{D}_{y} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)^{\mathrm{T}} b\left(Y_{s-}\right) \mathrm{d} s \\
&+\int_{t}^{r} \partial_{x} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\left(\left(\mu_{s}^{H}\right)^{\top} a\left(Y_{s-}\right) \mathrm{d} W_{s}+\operatorname{tr}\left[\left(\Theta_{s}^{H}\right)^{\frac{1}{2}} a\left(Y_{s-}\right) \mathrm{d} \mathcal{W}_{s}^{\top}\right]\right)+\int_{t}^{r} \mathcal{D}_{y} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)^{\top} a\left(Y_{s-}\right) \mathrm{d} W_{s} \\
&+\frac{1}{2} \int_{t}^{r} \partial_{x x}^{2} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\left(\left(\mu_{s}^{H}\right)^{\top} A\left(Y_{s-}\right) \mu_{s}^{H}+\operatorname{tr}\left[A\left(Y_{s-}\right) \Theta_{s}^{H}\right]\right) \mathrm{d} s \\
&+\int_{t}^{r}\left(\left(\mu_{s}^{H}\right)^{\top} A\left(Y_{s-}\right) \mathcal{D}_{x y}^{2} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)+\frac{1}{2} \operatorname{tr}\left[\mathcal{D}_{y y}^{2} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right) A\left(Y_{s-}\right)\right]\right) \mathrm{d} s \\
&+\int_{(t, r] \times E \times \mathbb{R}^{D}}\left[v^{\mathrm{opt}}\left(s, X_{s-}^{H}+H_{s}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{s-}\right) e, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\right] \widetilde{N}_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u) \\
&+\int_{(t, r] \times E \times \mathbb{R}^{D}}\left[v^{\mathrm{opt}}\left(s, X_{s-}^{H}+H_{s}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{s-}\right) e, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\right. \\
&\left.-\partial_{x} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right) H_{s}\left(\frac{u}{\psi(e)}\right)^{\top} \gamma\left(Y_{s-}\right) e-\mathcal{D}_{y} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)^{\top} \gamma\left(Y_{s-}\right) e\right] \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) \mathrm{d} s . \tag{4.25}
\end{align*}
$$

We let $z:=\frac{u}{\psi(e)}$ and denote by $P(s, e, z)$ the integrand against $\nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) \mathrm{d} s$ in (4.25). It follows from the explicit form of $v^{\text {opt }}$ that

$$
\begin{aligned}
P(s, e, z)= & \alpha\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)\left(X_{s-}^{H}+H_{s}(z)^{\top} \gamma\left(Y_{s-}\right) e-\hat{w}\right)^{2}-\alpha\left(s, Y_{s-}\right)\left(X_{s-}^{H}-\hat{w}\right)^{2} \\
& +\beta\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-\beta\left(s, Y_{s-}\right)-2 \alpha\left(s, Y_{s-}\right)\left(X_{s-}^{H}-\hat{w}\right) H_{s}(z)^{\top} \gamma\left(Y_{s-}\right) e \\
& -\mathcal{D}_{y} \alpha\left(s, Y_{s-}\right)^{\top}\left(X_{s-}^{H}-\hat{w}\right)^{2} \gamma\left(Y_{s-}\right) e-\mathcal{D}_{y} \beta\left(s, Y_{s-}\right)^{\top} \gamma\left(Y_{s-}\right) e \\
= & \left(X_{s-}^{H}-\hat{w}\right)^{2}\left[\alpha\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-\alpha\left(s, Y_{s-}\right)-\mathcal{D}_{y} \alpha\left(s, Y_{s-}\right)^{\top} \gamma\left(Y_{s-}\right) e\right] \\
& +2\left(X_{s-}^{H}-\hat{w}\right)\left[\alpha\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-\alpha\left(s, Y_{s-}\right)\right] H_{s}(z)^{\top} \gamma\left(Y_{s-}\right) e \\
& +\alpha\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)\left(H_{s}(z)^{\top} \gamma\left(Y_{s-}\right) e\right)^{2} \\
& +\beta\left(s, Y_{s-}+\gamma\left(Y_{s-}\right) e\right)-\beta\left(s, Y_{s-}\right)-\mathcal{D}_{y} \beta\left(s, Y_{s-}\right)^{\top} \gamma\left(Y_{s-}\right) e .
\end{aligned}
$$

Let $\Upsilon_{\alpha}^{(0)}, \Upsilon_{\alpha}^{(1)}, \Upsilon_{\alpha}^{(2)}$ and $\Upsilon_{\beta}^{(2)}$ respectively be (continuous) $\Upsilon$-dominating functions of $\alpha$ and $\beta$ in the sense of Definition 4.7. Then, for some constant $c_{D}>0$ depending only on $D$, we get, a.s,

$$
\int_{t}^{T} \int_{E \times \mathbb{R}^{D}}|P(s, e, z)| \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) \mathrm{d} s=\int_{t}^{T} \int_{E \times \mathbb{R}^{D}}|P(s, e, u)| \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u \mathrm{~d} s
$$

$$
\begin{aligned}
\leq & \int_{t}^{T}\left(X_{s-}^{H}-\hat{w}\right)^{2} \Upsilon_{\alpha}^{(2)}\left(s, Y_{s-}\right) \mathrm{d} s+2 c_{D} \int_{t}^{T}\left|X_{s-}^{H}-\hat{w}\right|\left(\int_{\mathbb{R}^{D}}\left\|H_{s}(u)\right\| \varphi_{D}(u) \mathrm{d} u\right)\left\|\gamma\left(Y_{s-}\right)\right\| \Upsilon_{\alpha}^{(1)}\left(s, Y_{s-}\right) \mathrm{d} s \\
& +c_{D} \int_{t}^{T}\left\|\gamma\left(Y_{s-}\right)\right\|^{2} \Upsilon_{\alpha}^{(0)}\left(s, Y_{s-}\right)\left(\int_{\mathbb{R}^{D}}\left\|H_{s}(u)\right\|^{2} \varphi_{D}(u) \mathrm{d} u\right) \mathrm{d} s+\int_{t}^{T} \Upsilon_{\beta}^{(2)}\left(s, Y_{s-}\right) \mathrm{d} s \\
< & \infty
\end{aligned}
$$

where we use the càdlàg property of $X^{H}, Y$ and assumption (4.1) to deduce the finiteness.
Let $Q(s, e, z)$ denote the integrand against $\widetilde{N}_{L}^{\psi}$ in (4.25) and define

$$
\begin{aligned}
R(s, e, z) & :=\left[2 \alpha\left(s, Y_{s-}\right)\left(X_{s-}^{H}-\hat{w}\right) H_{s}(z)+\mathcal{D}_{y} \alpha\left(s, Y_{s-}\right)\left(X_{s-}^{H}-\hat{w}\right)^{2}+\mathcal{D}_{y} \beta\left(s, Y_{s-}\right)\right]^{\top} \gamma\left(Y_{s-}\right) e \\
& =: \widetilde{R}(s, z)^{\top} \gamma\left(Y_{s-}\right) e
\end{aligned}
$$

so that

$$
Q(s, e, z)=P(s, e, z)+R(s, e, z)
$$

Then, there is a constant $c_{D}^{\prime}>0$ such that, a.s.,

$$
\begin{aligned}
& \int_{t}^{T} \int_{E \times \mathbb{R}^{D}}|R(s, e, z)|^{2} \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) \mathrm{d} s=\int_{t}^{T} \int_{E \times \mathbb{R}^{D}}|R(s, e, u)|^{2} \nu(\mathrm{~d} e) \varphi_{D}(u) \mathrm{d} u \mathrm{~d} s \\
& \leq c_{D}^{\prime}\left(\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right) \int_{t}^{T} \int_{\mathbb{R}^{D}}\|\widetilde{R}(s, u)\|^{2}\left\|\gamma\left(Y_{s-}\right)\right\|^{2} \varphi_{D}(u) \mathrm{d} u \mathrm{~d} s \\
& <\infty
\end{aligned}
$$

On the other hand, by rearranging terms we get a predictable process $\phi^{H}$ and a local martingale $U^{H}$ null at $t$ such that

$$
v^{\mathrm{opt}}\left(r, X_{r}^{H}, Y_{r}\right)-v^{\mathrm{opt}}(t, x, y)=\int_{t}^{r} \phi_{s}^{H} \mathrm{~d} s+U_{r}^{H}
$$

Since $v^{\text {opt }}$ solve the HJB equation (4.17) and any $H \in \mathcal{A}(t, y)$ is sub-optimal in general, we arrive at, a.s,

$$
\begin{equation*}
v^{\mathrm{opt}}\left(r, X_{r}^{H}, Y_{r}\right)-v^{\mathrm{opt}}(t, x, y) \geq-\lambda \int_{t}^{r} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u \mathrm{~d} s+U_{r}^{H} \tag{4.26}
\end{equation*}
$$

To deal with $U^{H}$, we define the localizing sequence $\left(\tau_{n}\right)_{n \geq 1}$ as follows

$$
\begin{aligned}
\tau_{n}:=T \wedge \inf \left\{r \in(t, T]: \int_{t}^{r}\right. & \left(\int_{E \times \mathbb{R}^{D}}\left(|P(s, e, u)|+|R(s, e, u)|^{2}\right) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u\right. \\
& +\mathcal{D}_{y} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)^{\top} A\left(Y_{s-}\right) \mathcal{D}_{y} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right) \\
& \left.\left.+\left|\partial_{x} v^{\mathrm{opt}}\left(s, X_{s-}^{H}, Y_{s-}\right)\right|^{2}\left(\left(\mu_{s}^{H}\right)^{\top} A\left(Y_{s-}\right) \mu_{s}^{H}+\operatorname{tr}\left[A\left(Y_{s-}\right) \Theta_{s}^{H}\right]\right)\right) \mathrm{d} s \geq n\right\} .
\end{aligned}
$$

Since the integrand against $\mathrm{d} s$ in the definition of $\tau_{n}$ is integrable on $[t, T]$ a.s., the integral $\int_{t}^{r}(\cdots) \mathrm{d} s$ is finite and non-decreasing in $r$ a.s., and hence $\left(\tau_{n}\right)_{n \geq 1}$ is a non-decreasing sequence of stopping times converging a.s. to $T$ as $n \rightarrow \infty$. We note that the local martingale $U^{H}$ on the right-hand side of (4.26) is an integrable martingale null at $t$ when stopping at $\tau_{n}$, and hence, vanishes when taking the expectation. Therefore,

$$
\begin{aligned}
v^{\mathrm{opt}}(t, x, y) & \leq \mathbb{E}\left[v^{\mathrm{opt}}\left(\tau_{n}, X_{\tau_{n}}^{H}, Y_{\tau_{n}}\right)+\lambda \int_{t}^{\tau_{n}} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u\right] \\
& =\mathbb{E}\left[\alpha\left(\tau_{n}, Y_{\tau_{n}}\right)\left(X_{\tau_{n}}^{H}-\hat{w}\right)^{2}+\beta\left(\tau_{n}, Y_{\tau_{n}}\right)+\lambda \int_{t}^{\tau_{n}} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u\right] .
\end{aligned}
$$

By assumption, $\alpha$ is continuous and bounded, $\beta$ is continuous and $\left\{\beta\left(\tau_{n}, Y_{\tau_{n}}\right)\right\}_{n \geq 1}$ is uniformly integrable, and the entropy term is also uniform integrable for $H \in \mathcal{A}(t, y)$, we exploit (4.6) and use the dominated convergence theorem with keeping in mind that $\left(\tau_{n}\right)_{n \geq 1}$ is a.s. eventually constant $T$ to get

$$
v^{\mathrm{opt}}(t, x, y) \leq \mathbb{E}\left[v^{\mathrm{opt}}\left(T, X_{T}^{H}, Y_{T}\right)+\lambda \int_{t}^{T} \int_{\mathbb{R}^{D}} p_{s}^{H}(u) \log p_{s}^{H}(u) \mathrm{d} u\right]=V^{H}(t, x, y \mid \hat{w})
$$

Since $H \in \mathcal{A}(t, y)$ is arbitrary, it implies that $v^{\text {opt }}(t, x, y) \leq V^{*}(t, x, y \mid \hat{w})$.

Step 2. As suggested by (4.15), $H^{*}$ provided in (4.22) is a candidate for optimal controls. If $H^{*}$ is admissible, then we can apply the arguments in Step 1 for $H^{*}$, where inequality (4.26) becomes an equality, to obtain

$$
v^{\mathrm{opt}}(t, x, y)=V^{H^{*}}(t, x, y \mid \hat{w})
$$

Hence $v^{\text {opt }}(t, x, y)=V^{*}(t, x, y \mid \hat{w})$. It remains to show that $H^{*}$ is admissible by verifying the requirements in Definition 4.1. Condition (H1) is obvious from the definition of $H^{*}$. For (H2), one has

$$
\mu_{s}^{H^{*}}=-\left(X_{s-}^{*}-\hat{w}\right)\left(\mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right) \quad \text { and } \quad \Theta_{s}^{H^{*}}=\frac{\lambda}{2} S_{\alpha}^{-1}\left(s, Y_{s-}\right)
$$

Condition (4.1) is straightforward due to the càdlàg property of $X^{*}, Y$ and the continuity of $\mathcal{M}_{\alpha}, \mathcal{S}_{\alpha}^{-1}$ on $[0, T] \times \mathbb{R}^{D}$. For (4.2), expanding the square and using $\int_{\mathbb{R}^{D}} u \varphi_{D}(u) \mathrm{d} u=0$ and $\int_{\mathbb{R}^{D}} u u^{\top} \varphi_{D}(u) \mathrm{d} u=I_{D}$ in the jump part we get

$$
\begin{aligned}
& \left(\mu_{s}^{H^{*}}\right)^{\top} A\left(Y_{s-}\right) \mu_{s}^{H^{*}}+\operatorname{tr}\left[A\left(Y_{s-}\right) \Theta_{s}^{H^{*}}\right]+\int_{E \times \mathbb{R}^{D}}\left|H_{s}^{*}(u)^{\top} \gamma\left(Y_{s-}\right) e\right|^{2} \nu(\mathrm{~d} e) \varphi_{D}(u) \mathrm{d} u \\
& =\left(X_{s-}^{*}-\hat{w}\right)^{2}\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} A \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right)+\frac{\lambda}{2} \operatorname{tr}\left[\left(A \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right)\right] \\
& \quad+\left(X_{s-}^{*}-\hat{w}\right)^{2}\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \gamma \int_{E} e e^{\top} \nu(\mathrm{d} e) \gamma^{\top} \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right)+\frac{\lambda}{2} \operatorname{tr}\left[\left(\gamma \int_{E} e e^{\top} \nu(\mathrm{d} e) \gamma^{\top} \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right)\right] \\
& =\left(X_{s-}^{*}-\hat{w}\right)^{2}\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \Sigma \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right)+\frac{\lambda}{2} \operatorname{tr}\left[\left(\Sigma \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right)\right] .
\end{aligned}
$$

In addition, using Hölder's inequality yields

$$
\left|\int_{t}^{T}\right|\left(\mu_{s}^{H^{*}}\right)^{\mathrm{T}} b\left(s, Y_{s-}\right)|\mathrm{d} s|^{2} \leq\left(\int_{t}^{T}\left(X_{s-}^{*}-\hat{w}\right)^{2} \mathrm{~d} s\right)\left(\int_{t}^{T}\left|\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} b\right)\left(s, Y_{s-}\right)\right|^{2} \mathrm{~d} s\right) .
$$

Hence (4.2) is satisfied by using (4.20), (4.21) and (4.24). To verify (H3), we might take $p_{s}^{H^{*}}(\cdot)$ to be the continuous density function of the Gaussian distribution $\mathcal{N}\left(\mu_{s}^{H^{*}}, \Theta_{s}^{H^{*}}\right)$ with mean $\mu_{s}^{H^{*}}$ and covariance matrix $\Theta_{s}^{H^{*}}$, and then (4.4) follows from (4.21).
4.3. Explicit solutions of optimal exploratory SDEs and Lagrange multipliers. As an advantage of our approach, the optimal exploratory dynamic (4.23) is a linear SDE with jumps which enables us to find its solutions in a closed-form. As a consequence, we can also explicitly determine the Lagrange multiplier $\hat{w}$ using the constraint $\mathbb{E}\left[X_{T}^{H^{*}}\right]=\hat{z}$, where $H^{*}$ is given in (4.22).

We consider Problem 4.3 and assume the assumptions of Theorem 4.10 for $(t, x, y)=\left(0, x_{0}, y_{0}\right)$, and omit super-scripts $\left(0, y_{0}\right)$ and ( $\left.0, x_{0}, y_{0}\right)$ in relevant processes.

Proposition 4.12. Under the assumptions of Theorem 4.10, if $\Delta Z \neq 1$ on $[0, T]$ then the optimal wealth process $X^{*}=\left(X_{r}^{*}\right)_{r \in[0, T]}$ in (4.23) is given by

$$
\begin{equation*}
X_{r}^{*}=\hat{w}+\left[x_{0}-\hat{w}+\sqrt{\frac{\lambda}{2}}\left(\int_{0}^{r} \frac{\mathrm{~d} M_{s}}{\mathcal{E}(-Z)_{s-}}+\int_{0}^{r} \frac{\mathrm{~d}[M, Z]_{s}}{\mathcal{E}(-Z)_{s-}}\right)\right] \mathcal{E}(-Z)_{r}, \quad r \in[0, T] \tag{4.27}
\end{equation*}
$$

where $\mathcal{E}(-Z)=\left(\mathcal{E}(-Z)_{r}\right)_{r \in[0, T]}$ denotes the Doléans-Dade exponential ${ }^{3}$ of $-Z$, i.e.

$$
\mathcal{E}(-Z)_{0}=1, \quad \mathcal{E}(-Z)_{r}=\exp \left(-Z_{r}-\frac{1}{2} \int_{0}^{r} \mathrm{~d}[Z, Z]_{s}^{c}\right) \prod_{0<s \leq r}\left(1-\Delta Z_{s}\right) \mathrm{e}^{\Delta Z_{s}}, \quad r \in(0, T]
$$

Here the quadratic covariation terms are explicitly expressed as follows

$$
\begin{aligned}
\mathrm{d}[M, Z]_{s} & =\int_{E \times \mathbb{R}^{D}} \frac{1}{\psi(e)} e^{\top}\left[\gamma^{\top} \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\left(\mathcal{S}_{\alpha}^{-\frac{1}{2}} u\right)^{\top} \gamma\right]\left(s, Y_{s-}\right) e N_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u), \\
\mathrm{d}[Z, Z]_{s}^{c} & =\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} A \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right) \mathrm{d} s .
\end{aligned}
$$

Moreover, if $\mathbb{E}\left[\mathcal{E}(-Z)_{T}\right] \neq 1$ then the Lagrange multiplier $\hat{w}$ (such that $\mathbb{E}\left[X_{T}^{*}\right]=\hat{z}$ ) is given by

$$
\begin{equation*}
\hat{w}=\frac{1}{1-\mathbb{E}\left[\mathcal{E}(-Z)_{T}\right]}\left(\hat{z}-\sqrt{\frac{\lambda}{2}} \mathbb{E}\left[\left(\int_{0}^{T} \frac{\mathrm{~d} M_{s}}{\mathcal{E}(-Z)_{s-}}+\int_{0}^{T} \frac{\mathrm{~d}[M, Z]_{s}}{\mathcal{E}(-Z)_{s-}}\right) \mathcal{E}(-Z)_{T}\right]-x_{0} \mathbb{E}\left[\mathcal{E}(-Z)_{T}\right]\right) \tag{4.28}
\end{equation*}
$$

[^3]Proof. For $Z$ given in Theorem 4.10, we write

$$
-\left(X_{s-}^{*}-\hat{w}\right) \mathrm{d} Z_{s}=\left(X_{s-}^{*}-\hat{w}\right) \mathrm{d}\left(-Z_{s}\right)
$$

Since $\Delta Z \neq 1$ by assumption, it implies that $\inf \left\{s \in(0, T]: 1-\Delta Z_{s}=0\right\}=\infty$ a.s. We then apply [25, Ch.V, Exercise 27] to obtain the explicit representation for $X^{*}$ as in (4.27).

For the Lagrange multiplier $\hat{w}$, we first notice that $\mathcal{E}(-Z)$ satisfies the following SDE on $[0, T]$

$$
\mathcal{E}(-Z)_{r}=1+\int_{0}^{r} \mathcal{E}(-Z)_{s-} \mathrm{d}\left(-Z_{s}\right) .
$$

Since the conditional quadratic variation ${ }^{4}$ of the integrator $-Z$ is

$$
\langle-Z,-Z\rangle_{T}=\int_{0}^{T}\left(\mathcal{M}_{\alpha}^{\mathrm{T}} \mathcal{S}_{\alpha}^{-1} \Sigma \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right) \mathrm{d} s \leq c_{(4,20)} T
$$

it follows from condition (4.20) and Lemma B. 1 that $\mathcal{E}(-Z)$ is square integrable. Since $X^{*}$ is also square integrable by (4.24), letting $r=T$ and taking the expectation both sides of (4.27) we rearrange terms and use the constraint $\mathbb{E}\left[X_{T}^{*}\right]=\hat{z}$ to obtain (4.28).
Remark 4.13. (1) If $\nu$ is absolutely continuous with respect to the $D$-dimensional Lebesgue measure $\boldsymbol{\lambda}_{D}$, then $\Delta Z \neq 1$ on $[0, T]$. Indeed, by letting $J_{t}:=\int_{0}^{t} \int_{E \times \mathbb{R}^{D}} e \widetilde{N}_{L}^{\psi}(\mathrm{d} s, \mathrm{~d} e, \mathrm{~d} u)$ so that $J$ admits $\nu$ as its Lévy measure we get

$$
\begin{aligned}
\mathbb{E}\left[\#\left\{s \in(0, T]: \Delta Z_{s}=1\right\}\right] & =\mathbb{E}\left[\#\left\{s \in(0, T]:\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \gamma\right)\left(s, Y_{s-}\right) \Delta J_{s}=1\right\}\right] \\
& =\mathbb{E}\left[\int_{0}^{T} \int_{E} \mathbb{1}_{\left\{\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \gamma\right)\left(s, Y_{s-}\right) e=1\right\}} \nu(\mathrm{d} e) \mathrm{d} s\right] \\
& =0,
\end{aligned}
$$

where we combine Fubini's theorem with the fact that hyperplanes have Lebesgue measure zero to obtain the last equality. Hence, $\#\left\{s \in(0, T]: \Delta Z_{s}=1\right\}=0$ a.s.
(2) If the condition " $\Delta Z \neq 1$ on $[0, T]$ " in Proposition 4.12 is not satisfied, then we can still obtain explicit representations of $X^{*}$ and $\hat{w}$. However, as these expressions are rather technical, we refer the interested readers to Appendix C for more details.
4.4. Illustrative examples. Let us consider some situations in which assumptions of Proposition 4.9 and Theorem 4.10 are validated. For matrices $P, Q \in \mathbb{S}^{D}$ we write $P \preceq Q$ or $Q \succeq P$ if $Q-P \in \mathbb{S}_{+}^{D}$.
Example 4.14 (Proportional coefficients). Let $b, a, \gamma$ in Section 3.1 satisfy $b^{(i)}, a^{(i, j)}, \gamma^{(i, j)} \in C_{b}^{\infty}\left(\mathbb{R}^{D}\right)$ for all $i, j=1, \ldots, D$. Assume that there are constants $K>0$ and $\varepsilon>0$ such that, for all $y \in \mathbb{R}^{D}$,

$$
\left\{\begin{array}{l}
A(y) \succeq \varepsilon I_{D}  \tag{4.29}\\
\left(b^{\top} \Sigma^{-1} b\right)(y)=K
\end{array}\right.
$$

For example, if there exist $U: \mathbb{R}^{D} \rightarrow \mathbb{S}_{++}^{D}$ with $U^{(i, j)} \in C_{b}^{\infty}\left(\mathbb{R}^{D}\right), i, j=1, \ldots, D$, and a constant $\delta>0$ such that $U(y) \succeq \delta I_{D}$ for all $y \in \mathbb{R}^{D}$ and that, for some constant $\tilde{b} \in \mathbb{R}^{D}, \tilde{a}, \tilde{\gamma} \in \mathbb{R}^{D \times D}$ with $\tilde{b} \neq 0$ and $\operatorname{det}(\tilde{a}) \neq 0$,

$$
b(y)=U(y) \tilde{b}, \quad a(y)=U(y) \tilde{a}, \quad \gamma(y)=U(y) \tilde{\gamma}
$$

then condition (4.29) holds true with $K=\tilde{b}^{\top}\left(\tilde{a} \tilde{a}^{\top}+\tilde{\gamma} \int_{E} e e^{\top} \nu(\mathrm{d} e) \tilde{\gamma}^{\top}\right)^{-1} \tilde{b}$ and $\varepsilon=\delta^{2} \tilde{\varepsilon}$, where $\tilde{\varepsilon}>0$ is sufficiently small such that $\tilde{a} \tilde{a}^{\top} \succeq \tilde{\varepsilon} I_{D}$.

Now, under (4.29), Assumption 3.1 is obviously satisfied. Moreover, since $\Sigma(y) \succeq A(y)$, it follows from the ellipticity condition $A(y) \succeq \varepsilon I_{D}$ that $\Sigma(y) \succeq \varepsilon I_{D}$. Hence, Lemma A. 1 gives

$$
\Sigma^{-1}(y) \preceq \frac{1}{\varepsilon} I_{D}, \quad \forall y \in \mathbb{R}^{D} .
$$

Consequently, one has $\sup _{y \in \mathbb{R}^{D}}\left\|\Sigma^{-1}(y)\right\|<\infty$.
We first find solution $\alpha$ of the PIDEs (4.13) which does not depend on $y$. For $\alpha(t, \cdot)=\alpha(t)$, we get

$$
\mathcal{S}_{\alpha}(t, y)=\alpha(t) \Sigma(y), \quad \mathcal{M}_{\alpha}(t, y)=\alpha(t) b(y)
$$

[^4]so that $\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)(t, y)=\alpha(t) K$. Then the PIDE for $\alpha$ in (4.13) boils down to the following ordinary differential equation (ODE)
\[

\left\{$$
\begin{array}{l}
\alpha^{\prime}(t)-\alpha(t) K=0, \quad t \in[0, T) \\
\alpha(T)=1
\end{array}
$$\right.
\]

whose solution is given by

$$
\alpha(t)=\mathrm{e}^{-(T-t) K}, \quad t \in[0, T]
$$

It is easy to check that the assumptions of Proposition 4.9 and Theorem 4.10 are satisfied for $\alpha$. Next, plugging this $\alpha$ into the PIDE for $\beta$ in (4.13) we obtain

$$
\left\{\begin{array}{l}
\partial_{t} \beta(t, y)+\mathcal{L}_{Y} \beta(t, y)-\frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}(\alpha(t) \Sigma(y))}\right)=0, \quad t \in[0, T)  \tag{4.30}\\
\beta(T, \cdot)=0
\end{array}\right.
$$

We apply [22, Theorem 1] to conclude that the PIDE (4.30) has a unique classical solution $\beta \in C^{1,2}([0, T] \times$ $\left.\mathbb{R}^{D}\right)$. Moreover, $\beta$ and its partial derivatives $\partial_{t} \beta, \mathcal{D}_{y} \beta, \mathcal{D}_{y y}^{2} \beta$ are uniformly bounded on $[0, T] \times \mathbb{R}^{D}$. Then $\beta$ also satisfies the assumptions of Proposition 4.9 and Theorem 4.10. The Feynman-Kac representation for $\beta$ (see, e.g., [3, Theorems 3.4 and 3.5]) is

$$
\beta(t, y)=\mathbb{E}\left[\int_{t}^{T} f\left(s, Y_{s}^{t, y}\right) \mathrm{d} s\right], \quad(t, y) \in[0, T] \times \mathbb{R}^{d}
$$

where $f(t, y):=-\frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}(\alpha(t) \Sigma(y))}\right)$ and $Y^{t, y}$ is given in (4.3). The value function is

$$
V^{*}(t, x, y \mid \hat{w})=\mathrm{e}^{-(T-t) K}(x-\hat{w})^{2}+\beta(t, y)
$$

The associated exploratory SDE for $X^{*}=\left(X_{r}^{*}\right)_{r \in[0, T]}$ is given by $X_{0}=x_{0}$ and

$$
\begin{align*}
\mathrm{d} X_{r}^{*}= & -\left(X_{r-}^{*}-\hat{w}\right)\left(K \mathrm{~d} r+\left(b^{\top} \Sigma^{-1} a\right)\left(Y_{r-}\right) \mathrm{d} W_{r}+\left(b^{\top} \Sigma^{-1} \gamma\right)\left(Y_{r-}\right) \int_{E \times \mathbb{R}^{D}} e \widetilde{N}_{L}^{\psi}(\mathrm{d} r, \mathrm{~d} e, \mathrm{~d} u)\right) \\
& +\sqrt{\frac{\lambda}{2}} \mathrm{e}^{\frac{1}{2}(T-r) K}\left(\operatorname{tr}\left[\left(\Sigma^{-\frac{1}{2}} a\right)\left(Y_{r-}\right) \mathrm{d} \mathcal{W}_{r}^{\top}\right]+\int_{E \times \mathbb{R}^{D}} \frac{u^{\top}}{\psi(e)}\left(\Sigma^{-\frac{1}{2}} \gamma\right)\left(Y_{r-}\right) e \widetilde{N}_{L}^{\psi}(\mathrm{d} r, \mathrm{~d} e, \mathrm{~d} u)\right), \tag{4.31}
\end{align*}
$$

whose explicit expression can be derived either from (C.1) or from (4.27) provided that $\Delta Z \neq 1$ on $[0, T]$.
Regarding the Lagrange multiplier $\hat{w}$, due to the condition $\left(b^{\top} \Sigma^{-1} b\right)(y)=K$ in (4.29), we can simply calculate its value by taking the expectation of $X_{r}^{*}$ with noting that the martingale terms in the expression (4.31) of $X_{r}^{*}$ are square integrable null at 0 , and then using Fubini's theorem to get

$$
\mathbb{E}\left[X_{r}^{*}\right]=x_{0}-K \int_{0}^{r}\left(\mathbb{E}\left[X_{s}^{*}\right]-\hat{w}\right) \mathrm{d} s
$$

which then gives

$$
\mathbb{E}\left[X_{r}^{*}\right]=\hat{w}+\left(x_{0}-\hat{w}\right) \mathrm{e}^{-K r}, \quad r \in[0, T]
$$

By the constraint $\mathbb{E}\left[X_{T}^{*}\right]=\hat{z}$, we arrive at

$$
\hat{w}=\frac{\hat{z} \mathrm{e}^{K T}-x_{0}}{\mathrm{e}^{K T}-1}
$$

Example 4.15 (Constant coefficients). Let $b, a, \gamma$ be constants on $\mathbb{R}^{D}$ with $b \neq 0$ and $\Sigma \in \mathbb{S}_{++}^{D}$, where $a$ might be degenerate. In this situation we can find solutions $\alpha, \beta$ of the PIDEs (4.13) which do not depend on $y$. Namely, by letting $\alpha(t, \cdot)=\alpha(t), \beta(t, \cdot)=\beta(t)$ and plugging them into (4.13) we obtain a system of ODEs for $\alpha, \beta$ which possesses the following solutions on $[0, T]$,

$$
\left\{\begin{array}{l}
\alpha(t)=\mathrm{e}^{-(T-t) K} \\
\beta(t)=-(T-t)^{2} \frac{\lambda D}{4} K-(T-t) \frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}(\Sigma)}\right)
\end{array}\right.
$$

where $K:=b^{\top} \Sigma^{-1} b>0$. It is also easy to check that the assumptions of Proposition 4.9 and Theorem 4.10 are fulfilled for $\alpha, \beta$. Then the value function is explicitly given by

$$
V^{*}(t, x, y \mid \hat{w})=V^{*}(t, x \mid \hat{w}):=\mathrm{e}^{-(T-t) K}(x-\hat{w})^{2}-(T-t)^{2} \frac{\lambda D}{4} K-(T-t) \frac{\lambda}{2} \log \left(\frac{(\lambda \pi)^{D}}{\operatorname{det}(\Sigma)}\right)
$$

The SDE for the optimal wealth $X^{*}$ and the Lagrange multiplier $\hat{w}$ are respectively the same as those in Example 4.14 where one notices here that coefficients $b, a, \gamma, \Sigma$ are constant ${ }^{5}$.

In the following we continue to specialize Example 4.15 to the case of no jumps.
Example 4.16 (Constant coefficients, $\nu \equiv 0$ and $D=1$ ). This is the setting considered by Wang and Zhou [27]. For $a>0, b \neq 0$, letting $\sigma:=a$ and $\rho:=\frac{b}{a}$ we get the value function

$$
V^{*}(t, x \mid \hat{w})=\mathrm{e}^{-\rho^{2}(T-t)}(x-\hat{w})^{2}-\frac{\lambda}{2}\left(\frac{\rho^{2}}{2}(T-t)^{2}+(T-t) \log \left(\frac{\lambda \pi}{\sigma^{2}}\right)\right)
$$

which coincides with that in [27, Theorem 3.1]. The associated SDE for the optimal wealth $X^{*}$ in our setting is

$$
\begin{equation*}
\mathrm{d} X_{s}^{*}=-\rho^{2}\left(X_{s}^{*}-\hat{w}\right) \mathrm{d} s-\rho\left(X_{s}^{*}-\hat{w}\right) \mathrm{d} W_{s}+\sqrt{\frac{\lambda}{2}} \mathrm{e}^{\frac{\rho^{2}}{2}(T-t)} \mathrm{d} \mathcal{W}_{s}, \quad X_{0}^{*}=x_{0} \tag{4.32}
\end{equation*}
$$

whose explicit representation is given, according to Proposition 4.12, by

$$
X_{r}^{*}=\hat{w}+\left[x_{0}-\hat{w}+\sqrt{\frac{\lambda}{2}} \int_{0}^{r} \mathrm{e}^{\rho W_{s}+\frac{3}{2} \rho^{2} s} \mathrm{e}^{\frac{1}{2} \rho^{2}(T-s)} \mathrm{d} \mathcal{W}_{s}\right] \mathrm{e}^{-\rho W_{r}-\frac{3}{2} \rho^{2} r}, \quad r \in[0, T]
$$

We emphasize that the optimal exploratory SDE (4.32) is different from that in [27, Eq. (27)] which is formulated in our notation as

$$
\begin{equation*}
\mathrm{d} \widetilde{X}_{s}^{*}=-\rho^{2}\left(\widetilde{X}_{s}^{*}-\hat{w}\right) \mathrm{d} s+\sqrt{\rho^{2}\left(\widetilde{X}_{s}^{*}-\hat{w}\right)^{2}+\frac{\lambda}{2} \mathrm{e}^{\rho^{2}(T-s)}} \mathrm{d} W_{s}, \quad \widetilde{X}_{0}^{*}=x_{0} \tag{4.33}
\end{equation*}
$$

However, solutions $X^{*}$ of (4.32) and $\widetilde{X}^{*}$ of (4.33) have the same (finite-dimensional) distribution because of the uniqueness in law of (4.33).

## 5. Weak convergence of discrete-time integrators

This section provides the proof of Theorem 3.5. Throughout this part, let $c_{D}$ denote a positive constant depending only on $D$, and its value might vary in each appearance. To cover necessary test functions for the proof of Theorem 3.5, we use the following function space.
Definition 5.1. For $\mathbf{D}=D^{2}+3 D$, we let $g \in C_{*}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ if the following conditions hold:
(G1): $g \in C^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ with $g(0)=0$ and $\left\|\mathcal{D}^{2} g\right\|_{\infty}<\infty$;
(G2): for $1 \leq d \vee d^{\prime} \leq D^{2}+D$, the function $\partial_{d, d^{\prime}}^{2} g$ takes value 0 in a neighborhood of 0 ;
(G3): $c_{(\mathrm{G} 3)}:=\max _{1 \leq d \leq D^{2}+D}\left\|\partial_{d} g\left(0_{D^{2}+D}, \cdot\right)\right\|_{\infty}<\infty$, where $0_{D^{2}+D}$ is the vector 0 in $\mathbb{R}^{D^{2}+D}$;
(G4): $c_{(\mathrm{G} 4)}:=\max _{D^{2}+D+1 \leq d \leq \mathbf{D}}\left\|\partial_{d} g\right\|_{\infty}<\infty$ and $\partial_{d} g(0)=0$ for any $D^{2}+D+1 \leq d \leq \mathbf{D}$.
Proposition 5.2. For any $t \in(0, T]$ and $g \in C_{*}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$, one has when $n \rightarrow \infty$ that

$$
\begin{equation*}
\sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[g\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{\mathbb{R}^{2 D}} g(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)\right| \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0 \tag{5.1}
\end{equation*}
$$

where $\mathcal{Z}^{n}$ is given in Section 3.2.5.
Proof. Let us fix $t \in(0, T]$. With a slight abuse of notation, in the sequel we use symbols $\eta, \xi$ without any sub-indices to denote deterministic vectors in $\mathbb{R}^{D}$, while $\eta_{n, i}^{H}$ and $\xi_{n, i}$ are random vectors introduced in Section 3.2.1. Recall that

$$
\Delta_{n, i} \mathcal{Z}^{n}=\operatorname{vec}\left(\Delta_{n, i} W^{n}, \Delta_{n, i} M^{n}, \Delta_{n, i} L^{n, \psi}\right)=\operatorname{vec}\left(\Delta_{n, i} W, \eta_{n, i}^{H} \otimes \Delta_{n, i} W, \Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi_{n, i}\right)
$$

Step 1. Since $g(0)=0$ by (G1) and $\partial_{d} g(0)=0$ for $D^{2}+D+1 \leq d \leq \mathbf{D}$ by (G4), an argument using Taylor expansion shows

$$
\begin{equation*}
|g(0, e, u)| \leq c_{D}\left\|\mathcal{D}^{2} g\right\|_{\infty}\left(\|e\|^{2}+\|u\|^{2}\right), \quad e, u \in \mathbb{R}^{D} \tag{5.2}
\end{equation*}
$$

Since $\nu_{L}^{\psi}$ is a square integrable Lévy measure, it ensures that $\int_{\mathbb{R}^{2 D}}|g(0, e, u)| \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)<\infty$. Moreover, for any $n, i$, since

$$
\mathbb{E}\left[\left\|\Delta_{n, i} \mathcal{Z}^{n}\right\|^{2}\right]=\mathbb{E}\left[\left\|\Delta_{n, i} W\right\|^{2}+\left\|\eta_{n, i}^{H} \otimes \Delta_{n, i} W\right\|^{2}+\left\|\Delta_{n, i} J\right\|^{2}+\psi\left(\Delta_{n, i} J\right)^{2}\left\|\xi_{n, i}\right\|^{2}\right]
$$

[^5]$$
\leq\left(t_{i}^{n}-t_{i-1}^{n}\right)\left(D+D^{2}+\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)+D\|\mathcal{D} \psi\|_{\infty}^{2} \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right)<\infty
$$
together with the fact that $g$ has at most quadratic growth at infinity as $\left\|\mathcal{D}^{2} g\right\|_{\infty}<\infty$ by (G1), it implies that $\mathbb{E}\left[\left|g\left(\Delta_{n, i} \mathcal{Z}^{n}\right)\right|\right]<\infty$.

Step 2. To shorten the notation, for each $\eta, \xi \in \mathbb{R}^{D}$, we define the function $g_{\eta, \xi}: \mathbb{R}^{2 D} \rightarrow \mathbb{R}$ by

$$
g_{\eta, \xi}(w, j):=g(w, \eta \otimes w, j, \psi(j) \xi), \quad w, j \in \mathbb{R}^{D}
$$

Then, $g_{\eta, \xi} \in C^{2}\left(\mathbb{R}^{2 D}\right)$. Furthermore, for any $d, d^{\prime}=1, \ldots, D$, the partial derivatives of $g_{\eta, \xi}$ are given, with the convention $\eta^{(0)}:=1$ and $z:=(w, \eta \otimes w, j, \psi(j) \xi) \in \mathbb{R}^{\mathbf{D}}$, by

$$
\begin{align*}
\partial_{d} g_{\eta, \xi}(w, j)= & \sum_{k=0}^{D} \eta^{(k)} \partial_{d+k D} g(z), \quad \partial_{d, d^{\prime}}^{2} g_{\eta, \xi}(w, j)=\sum_{k, l=0}^{D} \eta^{(k)} \eta^{(l)} \partial_{d+k D, d^{\prime}+l D}^{2} g(z)  \tag{5.3}\\
\partial_{D+d} g_{\eta, \xi}(w, j)= & \partial_{D^{2}+D+d} g(z)+\partial_{d} \psi(j) \sum_{k=1}^{D} \xi^{(k)} \partial_{D^{2}+2 D+k} g(z)  \tag{5.4}\\
\partial_{D+d^{\prime}, D+d}^{2} g_{\eta, \xi}(w, j)= & \partial_{D^{2}+D+d^{\prime}, D^{2}+D+d}^{2} g(z)+\partial_{d^{\prime}, d}^{2} \psi(j) \sum_{k=1}^{D} \xi^{(k)} \partial_{D^{2}+2 D+k} g(z) \\
& +\partial_{d} \psi(j) \sum_{k=1}^{D} \xi^{(k)}\left[\partial_{D^{2}+D+d^{\prime}, D^{2}+2 D+k}^{2} g(z)+\partial_{d^{\prime}} \psi(j) \sum_{l=1}^{D} \xi^{(l)} \partial_{D^{2}+2 D+l, D^{2}+2 D+k}^{2} g(z)\right] .
\end{align*}
$$

Hence, there exists a constant $c_{(5.5)}:=c\left(D,\|\mathcal{D} \psi\|_{\infty},\left\|\mathcal{D}^{2} \psi\right\|_{\infty},\left\|\mathcal{D}^{2} g\right\|_{\infty}, c_{(\mathrm{G} 4)}\right)>0$ such that

$$
\begin{equation*}
\max _{1 \leq d, d^{\prime} \leq D}\left\|\partial_{D+d^{\prime}, D+d}^{2} g_{\eta, \xi}\right\|_{\infty} \leq c_{(5.5)}\left(1+\|\xi\|^{2}\right) \tag{5.5}
\end{equation*}
$$

We also define the function $R_{1}^{g}$, which represents the remainder term in a Taylor expansion of $g_{\eta, \xi}$, by

$$
R_{1}^{g}(w, j ; \eta, \xi ; e):=g_{\eta, \xi}(w, j+e)-g_{\eta, \xi}(w, j)-\sum_{d=1}^{D} e^{(d)} \partial_{D+d} g_{\eta, \xi}(w, j)
$$

for $w, j, \eta, \xi, e \in \mathbb{R}^{D}$. Due to condition (G3), Taylor expansion implies for any $a \in \mathbb{R}^{D^{2}+D}, a^{\prime} \in \mathbb{R}^{2 D}$ that

$$
\begin{equation*}
\left|g\left(a, a^{\prime}\right)-g\left(0, a^{\prime}\right)\right| \leq c_{D}\left(c_{(\mathrm{G} 3)}\|a\|+\left\|\mathcal{D}^{2} g\right\|_{\infty}\|a\|^{2}\right) \leq c_{(5.6)}\left(\|a\|+\|a\|^{2}\right) \tag{5.6}
\end{equation*}
$$

for some constant $c_{(5.6)}:=c_{(5.6)}\left(D,\left\|\mathcal{D}^{2} g\right\|_{\infty}, c_{(\mathrm{G} 3)}\right)>0$. Hence,

$$
\begin{align*}
& \left|R_{1}^{g}(w, j ; \eta, \xi ; e)-R_{1}^{g}(w, j ; 0, \xi ; e)\right| \\
& \leq|g(w, \eta \otimes w, j+e, \psi(j+e) \xi)-g(0, j+e, \psi(j+e) \xi)| \\
& \quad+|g(w, 0, j+e, \psi(j+e) \xi)-g(0, j+e, \psi(j+e) \xi)| \\
& \quad+|g(w, \eta \otimes w, j, \psi(j) \xi)-g(0, j, \psi(j) \xi)|+|g(w, 0, j, \psi(j) \xi)-g(0, j, \psi(j) \xi)| \\
& \quad+\sum_{d=1}^{D}\left|e^{(d)}\right|\left[\left|\partial_{D^{2}+D+d} g(w, \eta \otimes w, j, \psi(j) \xi)-\partial_{D^{2}+D+d} g(w, 0, j, \psi(j) \xi)\right|\right. \\
& \left.\quad+\left|\partial_{d} \psi(j)\right| \sum_{k=1}^{D}\left|\xi^{(k)}\right|\left|\partial_{D^{2}+2 D+k} g(w, \eta \otimes w, j, \psi(j) \xi)-\partial_{D^{2}+2 D+k} g(w, 0, j, \psi(j) \xi)\right|\right] \\
& \leq 2 c_{(5.6)}\left(\|(w, \eta \otimes w)\|+\|(w, \eta \otimes w)\|^{2}+\|w\|+\|w\|^{2}\right)+c_{(5.7)}\|e\|(1+\|\xi\|)\|\eta \otimes w\|  \tag{5.7}\\
& \leq 4 c_{(5.6)}\left(\|w\|+\|w\|^{2}+\|\eta \otimes w\|+\|\eta \otimes w\|^{2}\right)+c_{(5.7)}\|e\|(1+\|\xi\|)\|\eta \otimes w\|,
\end{align*}
$$

where $c_{(5.7)}:=c\left(D,\|\mathcal{D} \psi\|_{\infty},\left\|\mathcal{D}^{2} g\right\|_{\infty}\right)>0$. Moreover, the Taylor remainder $R_{1}^{g}$ can be estimated by

$$
\begin{equation*}
\sup _{(w, j) \in \mathbb{R}^{2 D}}\left|R_{1}^{g}(w, j ; \eta, \xi ; e)\right| \leq c_{D} \max _{1 \leq d, d^{\prime} \leq D}\left\|\partial_{D+d, D+d^{\prime}}^{2} g_{\eta, \xi}\right\|_{\infty}\|e\|^{2} \leq c_{(5.8)}\left(1+\|\xi\|^{2}\right)\|e\|^{2} \tag{5.8}
\end{equation*}
$$

where $c_{(5.8)}:=c_{D} c_{(5.5)}$.
Step 3. For $n \geq 1$ and $1 \leq i \leq n$, since $\eta_{n, i}^{H}$ is $\mathcal{F}_{n, i-1} \vee \sigma\left\{\xi_{n, i}\right\}$-measurable and $\left(\Delta_{n, i} W, \Delta_{n, i} J\right)$ is independent of $\mathcal{F}_{n, i-1} \vee \sigma\left\{\xi_{n, i}\right\}$, we get, a.s.,

$$
\mathbb{E}\left[g\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]=\mathbb{E}\left[\mathbb{E}\left[g\left(\Delta_{n, i} W, \eta_{n, i}^{H} \otimes \Delta_{n, i} W, \Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi_{n, i}\right) \mid \mathcal{F}_{n, i-1} \vee \sigma\left\{\xi_{n, i}\right\}\right] \mid \mathcal{F}_{n, i-1}\right]
$$

$$
=\mathbb{E}\left[G_{n, i}\left(\eta_{n, i}^{H}, \xi_{n, i}\right) \mid \mathcal{F}_{n, i-1}\right]
$$

where $G_{n, i}$ is a non-random and measurable function defined as

$$
G_{n, i}(\eta, \xi):=\mathbb{E}\left[g\left(\Delta_{n, i} W, \eta \otimes \Delta_{n, i} W, \Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi\right)\right], \quad \eta, \xi \in \mathbb{R}^{D}
$$

Given $\eta, \xi \in \mathbb{R}^{D}$, applying Itô's formula for $g_{\eta, \xi} \in C^{2}\left(\mathbb{R}^{2 D}\right)$ yields, a.s.,

$$
\begin{align*}
& g\left(\Delta_{n, i} W, \eta \otimes \Delta_{n, i} W, \Delta_{n, i} J, \psi\left(\Delta_{n, i} J\right) \xi\right)=g_{\eta, \xi}\left(W_{t_{i}^{n}}-W_{t_{i-1}^{n}}, J_{t_{i}^{n}}-J_{t_{i-1}^{n}}\right) \\
&= \sum_{d=1}^{D} \int_{t_{i-1}^{n}}^{t_{i}^{n}} \partial_{d} g_{\eta, \xi}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}}\right) \mathrm{d} W_{s}^{(d)}+\frac{1}{2} \sum_{d, d^{\prime}=1}^{D} \int_{t_{i-1}^{n}}^{t_{i}^{n}} \partial_{d, d^{\prime}}^{2} g_{\eta, \xi}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}}\right) \mathrm{d} s \\
&+\int_{t_{i-1}^{n}}^{t_{i}^{n}} \int_{E}\left(g_{\eta, \xi}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}}+e\right)-g_{\eta, \xi}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}}\right)\right) \widetilde{N}(\mathrm{~d} e, \mathrm{~d} s) \\
& \quad+\int_{t_{i-1}^{n}}^{t_{i}^{n}} \int_{E} R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; \eta, \xi ; e\right) \nu(\mathrm{d} e) \mathrm{d} s \tag{5.9}
\end{align*}
$$

For $d=1, \ldots, D$, we derive from (5.3) that $(w, j) \mapsto \partial_{d} g_{\eta, \xi}(w, j)$ has at most linear growth at infinity which hence implies that the stochastic integrals with respect to the Brownian motions are square integrable martingales. Moreover, for any $w, j, j^{\prime} \in \mathbb{R}^{D}$, due to (5.4) and (G4) one has

$$
\left|g_{\eta, \xi}(w, j)-g_{\eta, \xi}\left(w, j^{\prime}\right)\right| \leq c_{D} \max _{1 \leq d \leq D}\left\|\partial_{d} g_{\eta, \xi}(w, \cdot)\right\|_{\infty}\left\|j-j^{\prime}\right\| \leq c_{D} c_{(\mathrm{G} 4)}\left(1+\|\mathcal{D} \psi\|_{\infty}\|\xi\|\right)\left\|j-j^{\prime}\right\|
$$

Then, due to the assumption $\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)<\infty$, the stochastic integral with respect to the compensated Poisson random measure $\widetilde{N}$ in (5.9) is also a square integrable martingale which then vanishes after taking the expectation. Hence,

$$
G_{n, i}(\eta, \xi)=G_{n, i}^{W}(\eta, \xi)+G_{n, i}^{J}(\eta, \xi)
$$

where the integrability condition is satisfied so that Fubini's theorem enables us to define

$$
\begin{aligned}
G_{n, i}^{W}(\eta, \xi) & :=\frac{1}{2} \sum_{d, d^{\prime}=1}^{D} \int_{t_{i-1}^{n}}^{t_{i}^{n}} \mathbb{E}\left[\partial_{d, d^{\prime}}^{2} g_{\eta, \xi}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}}\right)\right] \mathrm{d} s \\
G_{n, i}^{J}(\eta, \xi) & :=\int_{t_{i-1}^{n}}^{t_{i}^{n}} \int_{E} \mathbb{E}\left[R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; \eta, \xi ; e\right)\right] \nu(\mathrm{d} e) \mathrm{d} s .
\end{aligned}
$$

Since $t_{\sigma_{t}^{n}}^{n} \uparrow t$, to derive (5.1) it suffices to prove that the following three convergences hold:

$$
\begin{align*}
G_{(5.10)}^{n} & :=\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left|G_{n, i}^{W}\left(\eta_{n, i}^{H}, \xi_{n, i}\right)\right|\right] \rightarrow 0  \tag{5.10}\\
G_{(5.11)}^{n} & :=\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left|G_{n, i}^{J}\left(\eta_{n, i}^{H}, \xi_{n, i}\right)-G_{n, i}^{J}\left(0, \xi_{n, i}\right)\right|\right] \rightarrow 0  \tag{5.11}\\
G_{(5.12)}^{n} & :=\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left|G_{n, i}^{J}\left(0, \xi_{n, i}\right)-\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{E \times \mathbb{R}^{D}} g(0, e, \psi(e) u) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u\right|\right] \rightarrow 0 . \tag{5.12}
\end{align*}
$$

Step 4. We show $G_{(5.10)}^{n} \rightarrow 0$. For $1 \leq d, d^{\prime} \leq D$, by (5.3) one has

$$
\begin{aligned}
& G_{n, i}^{W}(\eta, \xi) \\
& =\frac{1}{2} \sum_{d, d^{\prime}=1}^{D} \sum_{k, l=0}^{D} \eta^{(k)} \eta^{(l)} \int_{t_{i-1}^{n}}^{t_{i}^{n}} \mathbb{E}\left[\partial_{d+k D, d^{\prime}+l D}^{2} g\left(W_{s}-W_{t_{i-1}^{n}}, \eta \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right), J_{s-}-J_{t_{i-1}^{n}}, \psi\left(J_{s-}-J_{t_{i-1}^{n}}\right) \xi\right)\right] \mathrm{d} s
\end{aligned}
$$

Let $(\bar{W}, \bar{J})$ be an independent copy of $(W, J)$ with the corresponding expectation $\overline{\mathbb{E}}$. Applying Fubini's theorem we get

$$
G_{(5.10)}^{n} \leq \frac{1}{2} \sum_{d, d^{\prime}=1}^{D} \sum_{k, l=0}^{D} \sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[| \eta _ { n , i } ^ { H , ( k ) } \eta _ { n , i } ^ { H , ( l ) } | \int _ { t _ { i - 1 } ^ { n } } ^ { t _ { i } ^ { n } } \overline { \mathbb { E } } \left[\mid \partial_{d+k D, d^{\prime}+l D}^{2} g\left(\bar{W}_{s}-\bar{W}_{t_{i-1}^{n}}, \eta_{n, i}^{H} \otimes\left(\bar{W}_{s}-\bar{W}_{t_{i-1}^{n}}\right),\right.\right.\right.
$$

$$
\begin{align*}
& \left.=\frac{1}{2} \sum_{d, d^{\prime}=1}^{D} \sum_{k, l=0}^{D} \int_{0}^{t} \mathbb{E}\left[\sum_{i=1}^{\sigma_{t}^{n}}\left|\eta_{n, i}^{H,(k)} \eta_{n, i}^{H,(l)}\right|\left|\partial_{d+k D, d^{\prime}+l D}^{n} g\left(W_{s}-W_{t_{i-1}^{n}}^{n}, \eta_{n, i}^{H} \otimes\left(\bar{J}_{s-}-\bar{J}_{t_{i-1}^{n}}\right) \xi_{n, i}\right)\right|\right] \mathrm{d} s\right] \\
& =J_{s-}-J_{t_{i-1}^{n}}, \psi\left(J_{s-}-J_{t_{i-1}^{n}}\right), \\
& = \\
& \left.=\frac{1}{2} \sum_{n, d^{\prime}, i}\right) \mid \mathbb{1}_{\left(t_{i-1}^{n}, t_{i}^{n}\right]} \sum_{k, l=0}^{D} \int_{0}^{t} \mathbb{E}\left[G_{(5.13)}^{n}(t ; s)\right] \mathrm{d} s . \tag{5.13}
\end{align*}
$$

In order to derive (5.10), we prove for any $1 \leq d, d^{\prime} \leq D, 0 \leq k, l \leq D$ that

$$
\int_{0}^{t} \mathbb{E}\left[G_{(5.13)}^{n}(t ; s)\right] \mathrm{d} s \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

By the dominated convergence theorem, it is sufficient to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[G_{(5.13)}^{n}(t ; s)\right]=0 \quad \text { for all } s \in(0, t), \quad \text { and } \quad \int_{0}^{t} \sup _{n \geq 1} \mathbb{E}\left[G_{(5.13)}^{n}(t ; s)\right] \mathrm{d} s<\infty \tag{5.14}
\end{equation*}
$$

Indeed, for each fixed $s \in(0, t)$ one has

$$
\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right) \xrightarrow{\mathbf{L}_{2}(\mathbb{P})} 0 \quad \text { and } \quad \psi\left(J_{s-}-J_{t_{i-1}^{n}}\right) \xi_{n, i} \xrightarrow{\mathbf{L}_{2}(\mathbb{P})} 0
$$

when $n \rightarrow \infty$ because of the independence, $t_{i-1}^{n} \rightarrow s$, and

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right)\right\|^{2}\right]=\mathbb{E}\left[\left\|\eta_{n, i}^{H}\right\|^{2}\right] \mathbb{E}\left[\left\|W_{s}-W_{t_{i-1}^{n}}\right\|^{2}\right]=D^{2}\left(s-t_{i-1}^{n}\right) \\
& \mathbb{E}\left[\left\|\psi\left(J_{s-}-J_{t_{i-1}^{n}}\right) \xi_{n, i}\right\|^{2}\right] \leq D\|\mathcal{D} \psi\|_{\infty}^{2} \mathbb{E}\left[\left\|J_{s-}-J_{t_{i-1}^{n}}\right\|^{2}\right]=\left(s-t_{i-1}^{n}\right) D\|\mathcal{D} \psi\|_{\infty}^{2} \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)
\end{aligned}
$$

Since $\partial_{d+k D, d^{\prime}+l D}^{2} g$ is continuous and is equal to 0 in a neighborhood of 0 by (G2), we get

$$
G_{(5.13)}^{n}(t ; s) \xrightarrow{\mathbb{P}} 0 \quad \text { as } n \rightarrow \infty,
$$

where the convergence in probability can be asserted by showing that any subsequence has a further subsequence converging a.s. to 0 . Moreover, since $g$ has bounded second-order partial derivatives by (G1) and $\left\{\left\|\eta_{n, i}^{H}\right\|^{2}\right\}_{1 \leq i \leq n, n \geq 1}$ is uniformly integrable by Assumption 3.3, it implies that $\left\{G_{(5.13)}^{n}(t ; s)\right\}_{n \geq 1}$ is also uniformly integrable. Hence, the dominated convergence theorem is applicable to obtain the first assertion in (5.14). The integrability condition in (5.14) is easily verified by noticing that

$$
\begin{aligned}
\sup _{n \geq 1} \mathbb{E}\left[G_{(5.13)}^{n}(t ; s)\right] & \leq\left\|\mathcal{D}^{2} g\right\|_{\infty} \sup _{1 \leq i \leq n, n \geq 1} \mathbb{E}\left[\left|\eta_{n, i}^{H,(k)} \eta_{n, i}^{H,(l)}\right|\right] \\
& \leq \frac{1}{2}\left\|\mathcal{D}^{2} g\right\|_{\infty} \sup _{1 \leq i \leq n, n \geq 1} \mathbb{E}\left[\left|\eta_{n, i}^{H,(k)}\right|^{2}+\left|\eta_{n, i}^{H,(l)}\right|^{2}\right]=\left\|\mathcal{D}^{2} g\right\|_{\infty}
\end{aligned}
$$

Hence, (5.10) is proved.
Step 5. We prove $G_{(5.11)}^{n} \rightarrow 0$. By the independence and Fubini's theorem we obtain

$$
\begin{align*}
G_{(5.11)}^{n} \leq & \int_{E} \int_{0}^{t} \mathbb{E}\left[\sum_{i=1}^{\sigma_{t}^{n}} \mid R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; \eta_{n, i}^{H}, \xi_{n, i} ; e\right)\right. \\
& \left.\quad-R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}^{n}, J_{s-}-J_{t_{i-1}^{n}}^{n} ; 0, \xi_{n, i} ; e\right) \mid \mathbb{1}_{\left(t_{i-1}^{n}, t_{i}^{n}\right]}(s)\right] \mathrm{d} s \nu(\mathrm{~d} e) \\
= & \int_{E} \int_{0}^{t} \mathbb{E}\left[G_{(5.15)}^{n}(t ; s ; e)\right] \mathrm{d} s \nu(\mathrm{~d} e) . \tag{5.15}
\end{align*}
$$

By dominated convergence, it suffices to show that

$$
\begin{align*}
& \forall(s, e) \in(0, t) \times E: \lim _{n \rightarrow \infty} \mathbb{E}\left[G_{(5.15)}^{n}(t ; s ; e)\right]=0,  \tag{5.16}\\
& \text { and } \quad \int_{E} \int_{0}^{t} \sup _{n \geq 1} \mathbb{E}\left[G_{(5.15)}^{n}(t ; s ; e)\right] \mathrm{d} s \nu(\mathrm{~d} e)<\infty . \tag{5.17}
\end{align*}
$$

Indeed, for each $(s, e) \in(0, t) \times E$, using (5.7) yields

$$
\begin{aligned}
G_{(5.15)}^{n}(t ; s ; e) \leq & \sum_{i=1}^{\sigma_{t}^{n}}\left[4 c _ { ( 5 . 6 ) } \left(\left\|W_{s}-W_{t_{i-1}^{n}}\right\|+\left\|W_{s}-W_{t_{i-1}^{n}}\right\|^{2}+\left\|\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right)\right\|\right.\right. \\
& \left.\left.+\left\|\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right)\right\|^{2}\right)+c_{(5.7)}\|e\|\left(1+\left\|\xi_{n, i}\right\|\right)\left\|\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right)\right\|\right] \mathbb{1}_{\left(t_{i-1}^{n}, t_{i}^{n}\right]}(s) .
\end{aligned}
$$

Then, by Hölder's inequality we get

$$
\begin{aligned}
& \mathbb{E}\left[G_{(5.15)}^{n}(t ; s ; e)\right] \leq \sum_{i=1}^{\sigma_{t}^{n}}\left[4 c_{(5.6)}\left(\sqrt{D} \sqrt{s-t_{i-1}^{n}}+D\left(s-t_{i-1}^{n}\right)+D \sqrt{s-t_{i-1}^{n}}+D^{2}\left(s-t_{i-1}^{n}\right)\right)\right. \\
&\left.+c_{(5.7)}\|e\| \sqrt{\mathbb{E}\left[\mid 1+\left\|\xi_{n, i}\right\| \|^{2}\right]} \sqrt{\mathbb{E}\left[\left\|\eta_{n, i}^{H} \otimes\left(W_{s}-W_{t_{i-1}^{n}}\right)\right\|^{2}\right]}\right] \mathbb{1}_{\left(t_{i-1}^{n}, t_{i}^{n}\right]}(s) \\
& \rightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

which then verifies (5.16). To show (5.17), we use the estimate (5.8) to get

$$
\sup _{n \geq 1} \mathbb{E}\left[G_{(5.15)}^{n}(t ; s ; e)\right] \leq 2 c_{(5.8)} \sup _{n \geq 1,1 \leq i \leq n} \mathbb{E}\left[\left(1+\left\|\xi_{n, i}\right\|^{2}\right)\|e\|^{2}\right]=2 c_{(5.8)}(D+1)\|e\|^{2}
$$

Since $\int_{E}\|e\|^{2} \nu(\mathrm{~d} e)<\infty$ by assumption, (5.17) follows.
Step 6. We show $G_{(5.12)}^{n} \rightarrow 0$. By the independence and Fubini's theorem one has

$$
\begin{align*}
& G_{(5.12)}^{n} \leq \sum_{i=1}^{\sigma_{t}^{n}} \int_{E} \int_{t_{i-1}^{n}}^{t_{i}^{n}} \mathbb{E}\left[\left|R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; 0, \xi_{n, i} ; e\right)-\int_{\mathbb{R}^{D}} g(0, e, \psi(e) u) \varphi_{D}(u) \mathrm{d} u\right|\right] \mathrm{d} s \nu(\mathrm{~d} e) \\
& \leq \int_{\mathbb{R}^{D}} \int_{E} \int_{0}^{t} \mathbb{E}\left[\sum_{i=1}^{\sigma_{t}^{n}}\left|R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; 0, u ; e\right)-g(0, e, \psi(e) u)\right| \mathbb{1}_{\left.t_{i-1}^{n}, t_{i}^{n}\right]}(s)\right] \mathrm{d} s \nu(\mathrm{~d} e) \varphi_{D}(u) \mathrm{d} u \\
& =: \int_{\mathbb{R}^{D}} \int_{E} \int_{0}^{t} \mathbb{E}\left[G_{(5.18)}^{n}(t ; s ; e, u)\right] \mathrm{d} s \nu(\mathrm{~d} e) \varphi_{D}(u) \mathrm{d} u . \tag{5.18}
\end{align*}
$$

For any $(s, e, u) \in(0, t] \times E \times \mathbb{R}^{D}$, since the first two arguments in $R_{1}^{g}$ converge to 0 a.s. as $n \rightarrow \infty$, we obtain that $G_{(5.18)}^{n}(t ; s ; e, u) \rightarrow 0$ a.s. Moreover, one has

$$
\begin{aligned}
\mathbb{E}\left[\sup _{n \geq 1}\left|G_{(5.18)}^{n}(t ; s ; e, u)\right|\right] & \leq \mathbb{E}\left[\sup _{n \geq 1,1 \leq i \leq n}\left|R_{1}^{g}\left(W_{s}-W_{t_{i-1}^{n}}, J_{s-}-J_{t_{i-1}^{n}} ; 0, u ; e\right)\right|\right]+|g(0, e, \psi(e) u)| \\
& \leq c_{(5.8)}\left(1+\|u\|^{2}\right)\|e\|^{2}+|g(0, e, \psi(e) u)| .
\end{aligned}
$$

Since, by (5.2),

$$
\int_{\mathbb{R}^{D}} \int_{E}\left(\left(1+\|u\|^{2}\right)\|e\|^{2}+|g(0, e, \psi(e) u)|\right) \nu(\mathrm{d} e) \varphi_{D}(u) \mathrm{d} u<\infty
$$

the dominated convergence theorem implies that $G_{(5.12)}^{n} \rightarrow 0$ as $n \rightarrow \infty$.
We first deal with the jump part of the limit of $\left(\mathcal{Z}^{n}\right)_{n \geq 1}$. To do this, we recall from [15, p.395] the function space $C_{2}\left(\mathbb{R}^{\mathbf{D}}\right)$, which consists of all continuous bounded functions $g: \mathbb{R}^{\mathbf{D}} \rightarrow \mathbb{R}$ with $0 \notin \operatorname{supp}(g)$.
Lemma 5.3. The assertion (5.1) holds true for $g \in C_{2}\left(\mathbb{R}^{\mathbf{D}}\right)$. Consequently, for any $t \in(0, T]$ one has when $n \rightarrow \infty$ that

$$
\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[g\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} t \int_{\mathbb{R}^{2 D}} g(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) .
$$

Proof. Let $g \in C_{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ and assume that $\operatorname{supp}(g) \cap B_{\mathbf{D}}\left(r_{g}\right)=\emptyset$ for some $r_{g}>0$. Let $\varepsilon>0$ be arbitrarily small and $K>r_{g}$ a sufficiently large constant which is specified later. Since $g$ is continuous and bounded, there is a continuous function $g_{\varepsilon, K}$ with compact support such that $\left\|g_{\varepsilon, K}\right\|_{\infty} \leq\|g\|_{\infty}$ and $g_{\varepsilon, K}=g$ on $B_{\mathbf{D}}(K)$. Moreover, by convolution approximation, there is a function $\hat{g}_{\varepsilon, K} \in C_{2}\left(\mathbb{R}^{\mathbf{D}}\right) \cap C_{c}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ such that $\operatorname{supp}\left(g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}\right) \cap B_{2 D}\left(r_{g} / 2\right)=\emptyset$ and $\left\|g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}\right\|_{\infty} \leq \varepsilon$. For $t \in(0, T]$, we denote

$$
\begin{equation*}
I_{(5.19)}^{g}:=\sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[g\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{\mathbb{R}^{2 D}} g(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)\right| \tag{5.19}
\end{equation*}
$$

and then get by the triangle inequality that

$$
I_{(5.19)}^{g} \leq I_{(5.19)}^{g-g_{\varepsilon, K}}+I_{(5.19)}^{g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}}+I_{(5.19)}^{\hat{g}_{\varepsilon, K}}
$$

Since $\hat{g}_{\varepsilon, K} \in C_{2}\left(\mathbb{R}^{\mathbf{D}}\right) \cap C_{c}^{2}\left(\mathbb{R}^{\mathbf{D}}\right) \subset C_{*}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$, according to Proposition 5.2 one has

$$
I_{(5.19)}^{\hat{g}_{\varepsilon, K}} \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0 .
$$

For the stochastic term in $I_{(5.19)}^{g-g_{\varepsilon}, K}$, we have, a.s.,

$$
\begin{aligned}
& \sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left|\left(g-g_{\varepsilon, K}\right)\left(\Delta_{n, i} \mathcal{Z}^{n}\right)\right| \mid \mathcal{F}_{n, i-1}\right] \leq\left\|g-g_{\varepsilon, K}\right\|_{\infty} \sum_{i=1}^{n} \mathbb{E}\left[\mathbb{1}_{\left\{\left\|\Delta_{n, i} \mathcal{Z}^{n}\right\| \geq K\right\}} \mid \mathcal{F}_{n, i-1}\right] \\
& \leq \frac{2\|g\|_{\infty}}{K^{2}} \sum_{i=1}^{n} \mathbb{E}\left[\left\|\Delta_{n, i} \mathcal{Z}^{n}\right\|^{2} \mid \mathcal{F}_{n, i-1}\right] \\
& =\frac{2\|g\|_{\infty}}{K^{2}} \sum_{i=1}^{n} \mathbb{E}\left[\left\|\Delta_{n, i} W\right\|^{2}+\left\|\eta_{n, i}^{H} \otimes \Delta_{n, i} W\right\|^{2}+\left\|\Delta_{n, i} J\right\|^{2}+\psi\left(\Delta_{n, i} J\right)^{2}\left\|\xi_{n, i}\right\|^{2} \mid \mathcal{F}_{n, i-1}\right] \\
& \leq \frac{2\|g\|_{\infty}}{K^{2}} \sum_{i=1}^{n}\left[\left(t_{i}^{n}-t_{i-1}^{n}\right)\left(D+D^{2}\right)+\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right)\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right] \\
& =\frac{2 T\|g\|_{\infty}}{K^{2}}\left[D+D^{2}+\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right]
\end{aligned}
$$

For the stochastic term in $I_{(5.19)}^{g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}}$, we use the same arguments as for $I_{(5.19)}^{g-g_{\varepsilon, K}}$ to obtain, a.s.,

$$
\begin{aligned}
\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left|\left(g_{\varepsilon_{K}}-\hat{g}_{\varepsilon, K}\right)\left(\Delta_{n, i} \mathcal{Z}^{n}\right)\right| \mid \mathcal{F}_{n, i-1}\right] & \leq\left\|g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}\right\|_{\infty} \sum_{i=1}^{n} \mathbb{E}\left[\mathbb{1}_{\left\{\left\|\Delta_{n, i} \mathcal{Z}^{n}\right\| \geq r_{g} / 2\right\}} \mid \mathcal{F}_{n, i-1}\right] \\
& \leq \frac{4 T \varepsilon}{r_{g}^{2}}\left[D+D^{2}+\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right]
\end{aligned}
$$

Then, by the triangle inequality,

$$
I_{(5.19)}^{g-g_{\varepsilon, K}} \leq \frac{2 T\|g\|_{\infty}}{K^{2}}\left[D+D^{2}+\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right]+2 T\|g\|_{\infty} \int_{B_{2 D}^{c}(K)} \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)
$$

which can be made arbitrarily small as long as we choose a sufficiently large $K>0$. Analogously,

$$
I_{(5.19)}^{g_{\varepsilon, K}-\hat{g}_{\varepsilon, K}} \leq \varepsilon\left[\frac{4 T}{r_{g}^{2}}\left(D+D^{2}+\left(1+D\|\mathcal{D} \psi\|_{\infty}^{2}\right) \int_{E}\|e\|^{2} \nu(\mathrm{~d} e)\right)+T \int_{B_{2 D}^{c}\left(r_{g} / 2\right)} \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)\right]
$$

Eventually, since $\varepsilon>0$ is arbitrarily small, it implies that $I_{(5.19)}^{g} \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0$.
We continue to investigate the continuous and the drift components of the limit of $\left(\mathcal{Z}^{n}\right)_{n \geq 1}$. To this end, let us fix a truncation function $h: \mathbb{R}^{\mathbf{D}} \rightarrow \mathbb{R}^{\mathbf{D}}$ in the sense of [15, Ch.II, Definition 2.3], i.e. $h$ is bounded and $h(z)=z$ in a neighborhood of 0 . As we will see later that the limit of $\left(\mathcal{Z}^{n}\right)_{n \geq 1}$ does not depend on the particular form of truncation function, we assume that $h=\left(h^{(d)}\right)_{d=1}^{\mathbf{D}}$ with $h^{(d)} \in C_{b}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$.

Lemma 5.4. For any $t \in(0, T]$, one has when $n \rightarrow \infty$ that

$$
\sup _{s \leq t}\left\|\sum_{i=1}^{\sigma_{s}^{n}} \mathbb{E}\left[h\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-B_{s}\right\| \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0
$$

where $B:=B(h)$ given by

$$
B_{t}:=t \int_{\mathbb{R}^{2 D}}\left(h(0, e, u)-(0, e, u)^{\boldsymbol{\top}}\right) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)
$$

Proof. Let $t \in(0, T]$. It is sufficient to prove that for any $d=1, \ldots, \mathbf{D}$ one has

$$
\begin{equation*}
I_{(5.20)}^{(d)}:=\sup _{s \leq t}\left|\sum_{i=1}^{\sigma_{s}^{n}} \mathbb{E}\left[h^{(d)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-s B_{1}^{(d)}\right| \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0 \tag{5.20}
\end{equation*}
$$

Define $\tilde{h}^{(d)}(z):=h^{(d)}(z)-z^{(d)}$ for $z=\left(z^{(1)}, \ldots, z^{(\mathbf{D})}\right) \in \mathbb{R}^{\mathbf{D}}$. It follows from the fact $\mathbb{E}\left[\Delta_{n, i} \mathcal{Z}^{n} \mid \mathcal{F}_{n, i-1}\right]=0$ a.s. that

$$
\begin{equation*}
\mathbb{E}\left[h^{(d)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]=\mathbb{E}\left[\tilde{h}^{(d)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \quad \text { a.s. } \tag{5.21}
\end{equation*}
$$

Hence we now prove (5.20) for $\tilde{h}^{(d)}$ in place of $h^{(d)}$. We remark that there is no problem regarding $\mathbb{P}$-null sets for that replacement as only countably many random variables are considered in (5.20). On the other hand, since $h^{(d)} \in C_{b}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ and $h^{(d)}(z)=z^{(d)}$ in a neighborhood of 0 , it is straightforward to check that $\tilde{h}^{(d)} \in C_{*}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$. By the triangle inequality, a.s.,

$$
\begin{aligned}
I_{(5.20)}^{(d)} & \leq \sup _{s \leq t}\left|\sum_{i=1}^{\sigma_{s}^{n}} \mathbb{E}\left[\tilde{h}^{(d)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-t_{\sigma_{s}^{n}}^{n} B_{1}^{(d)}\right|+\sup _{s \leq t}\left|t_{\sigma_{s}^{n}}^{n} B_{1}^{(d)}-s B_{1}^{(d)}\right| \\
& \leq \sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[\tilde{h}^{(d)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-\left(t_{i}^{n}-t_{i-1}^{n}\right) B_{1}^{(d)}\right|+\max _{1 \leq i \leq n}\left(t_{i}^{n}-t_{i-1}^{n}\right)\left|B_{1}^{(d)}\right| .
\end{aligned}
$$

According to Proposition 5.2, the first term on the right-hand side converges to 0 in $\mathbf{L}_{1}(\mathbb{P})$. The second term $\max _{1 \leq i \leq n}\left(t_{i}^{n}-t_{i-1}^{n}\right)\left|B_{1}^{(d)}\right|$ obviously tends to 0 as $n \rightarrow \infty$. Hence, (5.20) follows.

We now investigate the continuous part of the limit of $\left(\mathcal{Z}^{n}\right)_{n \geq 1}$. For $t \in(0, T]$, we define the matrices $\boldsymbol{C}_{t}=\left(C_{t}^{(k, l)}\right) \in \mathbb{R}^{\mathbf{D}} \times \mathbb{R}^{\mathbf{D}}$ and its modification $\widetilde{\boldsymbol{C}}_{t}=\left(\widetilde{C}_{t}^{(k, l)}\right) \in \mathbb{R}^{\mathbf{D}} \times \mathbb{R}^{\mathbf{D}}$ by

$$
C_{t}^{(k, l)}:= \begin{cases}t & \text { if } 1 \leq k=l \leq D^{2}+D  \tag{5.22}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\widetilde{C}_{t}^{(k, l)}:=C_{t}^{(k, l)}+t \int_{\mathbb{R}^{2 D}}\left(h^{(k)} h^{(l)}\right)(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u) .
$$

Lemma 5.5. For any $t \in(0, T]$ and $1 \leq k, l \leq \mathbf{D}$, one has when $n \rightarrow \infty$ that

$$
\begin{align*}
& I_{(5.23)}:=\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[h^{(k)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \mathbb{E}\left[h^{(l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0,  \tag{5.23}\\
& I_{(5.24)}:=\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\left(h^{(k)} h^{(l)}\right)\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} \widetilde{C}_{t}^{(k, l)} . \tag{5.24}
\end{align*}
$$

Proof. Let us fix $t \in(0, T]$ and $1 \leq k, l \leq \mathbf{D}$. We first prove that $I_{(5.23)} \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0$ as $n \rightarrow \infty$. In the sequel we employ the notation as in the proof of Lemma 5.4. According to (5.21) one has, a.s.,

$$
\begin{aligned}
I_{(5.23)}= & \sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\tilde{h}^{(k)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right)-\left(t_{i}^{n}-t_{i-1}^{n}\right) B_{1}^{(k)} \mid \mathcal{F}_{n, i-1}\right] \mathbb{E}\left[h^{(l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] \\
& +B_{1}^{(k)} \sum_{i=1}^{\sigma_{t}^{n}}\left(t_{i}^{n}-t_{i-1}^{n}\right) \mathbb{E}\left[\tilde{h}^{(l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right)-\left(t_{i}^{n}-t_{i-1}^{n}\right) B_{1}^{(l)} \mid \mathcal{F}_{n, i-1}\right]+B_{1}^{(k)} B_{1}^{(l)} \sum_{i=1}^{\sigma_{t}^{n}}\left(t_{i}^{n}-t_{i-1}^{n}\right)^{2} .
\end{aligned}
$$

Then, a.s.,

$$
\begin{aligned}
\left|I_{(5.23)}\right| \leq & \left\|h^{(l)}\right\|_{\infty} \sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[\tilde{h}^{(k)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right)-\left(t_{i}^{n}-t_{i-1}^{n}\right) B_{1}^{(k)} \mid \mathcal{F}_{n, i-1}\right]\right| \\
& +\left|B_{1}^{(k)}\right| \max _{1 \leq i \leq n}\left(t_{i}^{n}-t_{i-1}^{n}\right) \sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[\tilde{h}^{(l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right)-\left(t_{i}^{n}-t_{i-1}^{n}\right) B_{1}^{(l)} \mid \mathcal{F}_{n, i-1}\right]\right| \\
& +t\left|B_{1}^{(k)} B_{1}^{(l)}\right| \max _{1 \leq i \leq n}\left(t_{i}^{n}-t_{i-1}^{n}\right) .
\end{aligned}
$$

Since $\max _{1 \leq i \leq n}\left(t_{i}^{n}-t_{i-1}^{n}\right) \rightarrow 0$, applying Proposition 5.2 yields (5.23).

We next show that $I_{(5.24)} \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} \widetilde{C}_{t}^{(k, l)}$. Define the functions $q^{(k, l)}$ and $\hat{h}^{(k, l)}$ for $z=\left(z^{(1)}, \ldots, z^{(\mathbf{D})}\right) \in$ $\mathbb{R}^{\text {D }}$ by setting

$$
q^{(k, l)}(z):=z^{(k)} z^{(l)} \quad \text { and } \quad \hat{h}^{(k, l)}(z):= \begin{cases}\left(h^{(k)} h^{(l)}\right)(z)-q^{(k, l)}(z) & \text { if } 1 \leq k \vee l \leq D^{2}+D \\ \left(h^{(k)} h^{(l)}\right)(z) & \text { otherwise }\end{cases}
$$

We now verify that $\hat{h}^{(k, l)} \in C_{*}^{2}\left(\mathbb{R}^{\mathbf{D}}\right)$ for any $k, l=1, \ldots, \mathbf{D}$ :

- $\hat{h}^{(k, l)}$ obviously satisfies (G1).
- Let $1 \leq d \vee d^{\prime} \leq D^{2}+D$. If $k \vee l \leq D^{2}+D$, then $\hat{h}^{(k, l)}$, and thus $\partial_{d, d^{\prime}}^{2} \hat{h}^{(k, l)}$, are 0 in a neighborhood of 0 . If $k \vee l \geq D^{2}+D+1$, then $\partial_{d, d^{\prime}}^{2} \hat{h}^{(k, l)}=\partial_{d, d^{\prime}}^{2}\left(h^{(k)} h^{(l)}-q^{(k, l)}\right)$, which also shows that $\partial_{d, d^{\prime}}^{2} \hat{h}^{(k, l)}$ is 0 around 0 . Hence, (G2) is satisfied.
- For $d=1, \ldots, D^{2}+D$ and for any $j \in \mathbb{R}^{2 D}$, one has

$$
\partial_{d} \hat{h}^{(k, l)}(0, j)=\left\{\begin{array}{ll}
\partial_{d}\left(h^{(k)} h^{(l)}\right)(0, j)-\partial_{d} q^{(k, l)}(0, j) & \text { if } 1 \leq k \vee l \leq D^{2}+D \\
\partial_{d}\left(h^{(k)} h^{(l)}\right)(0, j) & \text { otherwise }
\end{array}=\partial_{d}\left(h^{(k)} h^{(l)}\right)(0, j) .\right.
$$

Hence, $\max _{1 \leq d \leq D^{2}+D}\left\|\partial_{d} \hat{h}^{(k, l)}\left(0_{D^{2}+D}, \cdot\right)\right\|_{\infty} \leq\left\|\mathcal{D}\left(h^{(k)} h^{(l)}\right)\right\|_{\infty}<\infty$, which verifies (G3).

- For $d=D^{2}+D+1, \ldots, \mathbf{D}$, since $\partial_{d} q^{(k, l)}=0$ if $k \vee l \leq D^{2}+D$ we infer that $\partial_{d} \hat{h}^{(k, l)}=\partial_{d}\left(h^{(k)} h^{(l)}\right)$ and $\partial_{d} \hat{h}^{(k, l)}(0)=h^{(l)}(0) \partial_{d} h^{(k)}(0)+h^{(k)}(0) \partial_{d} h^{(l)}(0)=0$. Thus, (G4) is satisfied.
Applying Proposition 5.2 and noticing that, for any $1 \leq k, l \leq \mathbf{D}$,

$$
\int_{\mathbb{R}^{2 D}} \hat{h}^{(k, l)}(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)=\int_{\mathbb{R}^{2 D}}\left(h^{(k)} h^{(l)}\right)(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)
$$

we obtain

$$
\begin{equation*}
\sum_{i=1}^{\sigma_{t}^{n}}\left|\mathbb{E}\left[\hat{h}^{(k, l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right]-\left(t_{i}^{n}-t_{i-1}^{n}\right) \int_{\mathbb{R}^{2 D}}\left(h^{(k)} h^{(l)}\right)(0, e, u) \nu_{L}^{\psi}(\mathrm{d} e, \mathrm{~d} u)\right| \xrightarrow{\mathbf{L}_{1}(\mathbb{P})} 0 \tag{5.25}
\end{equation*}
$$

On the other hand, for $1 \leq k \vee l \leq D^{2}+D$, a direct calculation exploiting the independence and (3.1) gives the following convergence as $n \rightarrow \infty$, particularly in $\mathbf{L}_{1}(\mathbb{P})$,

$$
\begin{aligned}
\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[q^{(k, l)}\left(\Delta_{n, i} \mathcal{Z}^{n}\right) \mid \mathcal{F}_{n, i-1}\right] & =\sum_{i=1}^{\sigma_{t}^{n}} \mathbb{E}\left[\Delta_{n, i} \mathcal{Z}^{n,(k)} \Delta_{n, i} \mathcal{Z}^{n,(l)} \mid \mathcal{F}_{n, i-1}\right] \\
& =\left\{\begin{array}{ll}
t_{\sigma_{t}^{n}}^{n} & \text { if } 1 \leq k=l \leq D^{2}+D \\
0 & \text { otherwise }
\end{array} \rightarrow t C_{1}^{(k, l)}\right.
\end{aligned} .
$$

Therefore, (5.24) follows from (5.25), and the proof is completed.
Proof of Theorem 3.5. We combine [15, Ch.VIII, Theorem 2.29] with Lemmas 5.3 to 5.5 to obtain that

$$
\mathcal{Z}^{n} \rightarrow \mathcal{Z} \text { in distribution }
$$

where $\mathcal{Z}$ is a semimartingale with the predictable characteristic ${ }^{6}\left(B, C, m_{\mathcal{Z}}\right)$ associated with the truncation function $h$, where

- $\mathcal{Z}_{0}=0$ as $\mathcal{Z}_{0}^{n}=0$ for all $n$;
- $h$ is taken as in the paragraph right before Lemma 5.4;
- $B$ is provided in Lemma 5.4;
- $C$ is defined in (5.22);
- $m_{\mathcal{Z}}(\mathrm{d} t, \mathrm{~d} z)=\nu_{\mathcal{Z}}(\mathrm{d} z) \mathrm{d} t$, where $\nu_{\mathcal{Z}}$ is a Lévy measure on $\mathbb{R}_{0}^{\mathbf{D}}:=\mathbb{R}^{\mathbf{D}} \backslash\{0\}$ with support on $\{0\} \times \mathbb{R}_{0}^{2 D}$, i.e. $\nu_{\mathcal{Z}}\left(\mathbb{R}_{0}^{D^{2}+D} \times \mathbb{R}_{0}^{2 D}\right)=0$, and such that $\nu_{\mathcal{Z}}(\{0\} \times B)=\nu_{L}^{\psi}(B)$ for $B \in \mathcal{B}\left(\mathbb{R}_{0}^{2 D}\right)$.

However, $(W, \mathcal{W})$ and $L^{\psi}$ are independent due to Lemma D.2. Then a standard calculation using LévyKhintchine formula shows that $\operatorname{vec}\left(W, \mathcal{W}, L^{\psi}\right)=\operatorname{vec}(W, \mathcal{W}, 0)+\operatorname{vec}\left(0,0, L^{\psi}\right)$ is a Lévy process with characteristic triplet $\left(B, C, m_{\mathcal{Z}}\right)$ with respect to the truncation function $h$. Hence, we derive from [15, Ch.VIII, Theorem 2.29] that $\mathcal{Z}^{n} \rightarrow \operatorname{vec}\left(W, \mathcal{W}, L^{\psi}\right)$ in distribution.

[^6]
## Appendix A. Some facts for positive semidefinite matrices

For matrices $A, B \in \mathbb{S}^{D}$ we write $A \preceq B$ if $B-A \in \mathbb{S}_{+}^{D}$.
Lemma A. 1 ([11], Sec.82, Exercises 12 and 13).
(1) For $A, B \in \mathbb{S}_{+}^{D}$ with $A \preceq B$ one has $\operatorname{det}(A) \leq \operatorname{det}(B)$.
(2) Let $A, B \in \mathbb{S}_{++}^{D}$ with $A \preceq B$. Then $B^{-1} \preceq A^{-1}$ and $\operatorname{tr}[A C] \leq \operatorname{tr}[B C]$ for any $C \in \mathbb{S}_{+}^{D}$.

## Appendix B. Integrability for solutions of SDEs with jumps

Although the following fact can be easily extended to a multidimensional setting, however, we formulate it in the one-dimensional case for the sake of simplicity.
Lemma B.1. Let $\xi=\left(\xi_{t}\right)_{t \in[0, T]}$ be càdlàg and adapted with $\|\xi\|_{\mathcal{S}_{2}([0, T])}^{2}:=\mathbb{E}\left[\sup _{0 \leq t \leq T} \xi_{t}^{2}\right]<\infty$. Assume that $\mathrm{d} Z_{t}=\phi_{t} \mathrm{~d} t+\mathrm{d} K_{t}$, where $K=\left(K_{t}\right)_{t \in[0, T]}$ is a càdlàg $\mathbf{L}_{2}(\mathbb{P})$-martingale satisfying $\mathrm{d}\langle K, K\rangle_{t}=\eta_{t}^{2} \mathrm{~d} t$, where $\eta$ and $\phi$ are progressively measurable with $\sup _{0<t<T} \eta_{t}^{2}+\int_{0}^{T} \phi_{t}^{2} \mathrm{~d} t \leq C$ a.s. for some (non-random) constant $C>0$. Then, for a Lipschitz function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$, the SDE

$$
\begin{equation*}
X_{t}=\xi_{t}+\int_{0}^{t} \sigma\left(X_{u-}\right) \mathrm{d} Z_{u}, \quad X_{0}=\xi_{0}=x_{0} \in \mathbb{R} \tag{B.1}
\end{equation*}
$$

has a unique càdlàg strong solution $X=\left(X_{t}\right)_{t \in[0, T]}$ satisfying $\mathbb{E}\left[\sup _{0 \leq t \leq T} X_{t}^{2}\right] \leq C^{\prime}<\infty$ for some constant $C^{\prime}=C^{\prime}\left(\|\xi\|_{\mathcal{S}_{2}([0, T])}, T, \sigma, C\right)>0$.
Proof. Due to [25, Ch.V, Sec.3, Theorem 7], the $\operatorname{SDE}$ (B.1) has a unique càdlàg and adapted solution $X$. For $n \geq 1$ we define $\tau_{n}:=\inf \left\{t>0:\left|X_{t}\right| \geq n\right\} \wedge T$. Then $\tau_{n}$ is a stopping time with $\left|X_{\left(t \wedge \tau_{n}\right)-}\right| \leq n$ for $t \in[0, T]$. It is known that, see, e.g., [25, Ch.II, Sec.5, Theorem 12], a.s.,

$$
X_{t \wedge \tau_{n}}=\xi_{t \wedge \tau_{n}}+\int_{0}^{t \wedge \tau_{n}} \sigma\left(X_{u-}\right) \mathrm{d} Z_{u}=\xi_{t \wedge \tau_{n}}+\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) \sigma\left(X_{u-}\right) \mathrm{d} K_{u}+\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) \sigma\left(X_{u-}\right) \phi_{u} \mathrm{~d} u
$$

so that the triangle inequality, Itô's isometry, and Hölder's inequality yield

$$
\begin{aligned}
\frac{1}{3} \mathbb{E}\left[X_{t \wedge \tau_{n}}^{2}\right] & \leq \mathbb{E}\left[\xi_{t \wedge \tau_{n}}^{2}\right]+\mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) \sigma\left(X_{u-}\right)^{2} \eta_{u}^{2} \mathrm{~d} u\right]+\mathbb{E}\left[\left|\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) \sigma\left(X_{u-}\right) \phi_{u} \mathrm{~d} u\right|^{2}\right] \\
& \leq\|\xi\|_{\mathcal{S}_{2}([0, T])}^{2}+C \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) \sigma\left(X_{u-}\right)^{2} \mathrm{~d} u\right] \\
& \leq\|\xi\|_{\mathcal{S}_{2}([0, T])}^{2}+2 C T \sigma(0)^{2}+2 C|\sigma|_{\mathrm{Lip}}^{2} \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) X_{u-}^{2} \mathrm{~d} u\right] \\
& =\alpha+\beta \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) X_{u-}^{2} \mathrm{~d} u\right]
\end{aligned}
$$

for $\alpha:=\|\xi\|_{\mathcal{S}_{2}([0, T])}^{2}+2 C T \sigma(0)^{2}, \beta:=2 C|\sigma|_{\text {Lip }}^{2}$, and $|\sigma|_{\text {Lip }}:=\sup _{x \neq y} \frac{|\sigma(x)-\sigma(y)|}{|x-y|}$. Since $\mathbb{1}_{\left(0, \tau_{n}\right]}(u) X_{u-}^{2} \leq n^{2}$ for $u \in[0, T]$, it implies that

$$
\mathbb{E}\left[X_{t \wedge \tau_{n}}^{2}\right] \leq 3 \alpha+3 \beta T n^{2}, \quad \forall t \in[0, T]
$$

Moreover, as $X$ has càdlàg paths, we get for all $t \in[0, T]$ that

$$
\frac{1}{3} \mathbb{E}\left[X_{t \wedge \tau_{n}}^{2}\right] \leq \alpha+\beta \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left(0, \tau_{n}\right]}(u) X_{u}^{2} \mathrm{~d} u\right] \leq \alpha+\beta \mathbb{E}\left[\int_{0}^{t} X_{u \wedge \tau_{n}}^{2} \mathrm{~d} u\right]=\alpha+\beta \int_{0}^{t} \mathbb{E}\left[X_{u \wedge \tau_{n}}^{2}\right] \mathrm{d} u
$$

Applying Gronwall's lemma yields $\mathbb{E}\left[X_{t \wedge \tau_{n}}^{2}\right] \leq 3 \alpha \mathrm{e}^{3 \beta T}$ for all $t \in[0, T], n \geq 1$. Since $\left(\tau_{n}\right)_{n \geq 1}$ is eventually constant $T$ a.s., sending $n \rightarrow \infty$ and using Fatou's lemma we obtain

$$
\mathbb{E}\left[X_{t}^{2}\right] \leq \liminf _{n \rightarrow \infty} \mathbb{E}\left[X_{t \wedge \tau_{n}}^{2}\right] \leq 3 \alpha \mathrm{e}^{3 \beta T}, \quad \forall t \in[0, T]
$$

As a consequence, $\int_{0}^{\sim} \sigma\left(X_{t-}\right) \mathrm{d} K_{t}$ is an $\mathbf{L}_{2}(\mathbb{P})$-martingale. Therefore, applying Doob's maximal inequality for the martingale part we get

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T} X_{t}^{2}\right] \leq\|\xi\|_{\mathcal{S}_{2}([0, T])}^{2}+4 \mathbb{E}\left[\int_{0}^{T} \sigma\left(X_{t-}\right)^{2} \eta_{t}^{2} \mathrm{~d} t\right]+\mathbb{E}\left[\int_{0}^{T} \sigma\left(X_{t-}\right)^{2} \mathrm{~d} t \int_{0}^{T} \phi_{t}^{2} \mathrm{~d} t\right]<\infty
$$

which completes the proof.

## Appendix C. Explicit expression for the optimal wealth and Lagrange multiplier

We give in this part a closed-form representation of the optimal wealth $X^{*}$ and the respective Lagrange multiplier $\hat{w}$ when the condition " $\Delta Z \neq 1$ on $[0, T]$ " in Proposition 4.12 fails to hold.

Let us impose the assumptions of Theorem 4.10. For $Z$ given in Theorem 4.10, we write

$$
-\left(X_{s-}^{*}-\hat{w}\right) \mathrm{d} Z_{s}=\left(X_{s-}^{*}-\hat{w}\right) \mathrm{d}\left(-Z_{s}\right)
$$

and follow [25, Ch.V, Exercise 27] to define the sequence of stopping times $\left\{\tau_{n}\right\}_{n \geq 1}$ by setting

$$
\tau_{0}:=0, \quad \tau_{n}:=\inf \left\{\tau_{n-1}<s \leq T: 1-\Delta Z_{s}=0\right\}, \quad n \geq 1
$$

Notice that $\tau_{n}$ is non-decreasing and tends to $\infty$ a.s. as $n \rightarrow \infty$. Then the solution $X^{*}$ of (4.23) is

$$
\begin{equation*}
X_{r}^{*}=\hat{w}+\sum_{n=1}^{\infty} X_{r}^{*, n-1} \mathbb{1}_{\left[\tau_{n-1}, \tau_{n}\right) \cap[0, T]}(r), \quad r \in[0, T] \tag{C.1}
\end{equation*}
$$

where we conventionally set $[\infty, \infty):=\emptyset$. In (C.1), $X^{*, n-1}=\left(X_{r}^{*, n-1}\right)_{r \in[0, T]}$ is given by

$$
X_{r}^{*, n-1}:=\left[\left(x_{0}-\hat{w}\right) \mathbb{1}_{\{n=1\}}+\sqrt{\frac{\lambda}{2}}\left(\Delta M_{\tau_{n-1}}+\int_{\tau_{n-1}}^{r} \frac{\mathrm{~d} M_{s}}{U_{s-}^{n-1}}+\int_{\tau_{n-1}}^{r} \frac{\mathrm{~d}[M, Z]_{s}}{U_{s-}^{n-1}}\right)\right] U_{r}^{n-1} \mathbb{1}_{\left[\tau_{n-1}, \tau_{n}\right) \cap[0, T]}(r) .
$$

The process $U^{n-1}=\left(U_{r}^{n-1}\right)_{r \in[0, T]}$ is defined by

$$
\begin{array}{rlr}
U_{r}^{n-1} & := \begin{cases}1 & \text { if } r \leq \tau_{n-1} \\
\mathrm{e}^{-Z_{r}+Z_{\tau_{n-1}}-\frac{1}{2} \int_{\tau_{n-1}}^{r} \mathrm{~d}[Z, Z]_{s}^{c}} \prod_{\tau_{n-1}<s \leq r}\left(1-\Delta Z_{s}\right) \mathrm{e}^{\Delta Z_{s}} & \text { if } r>\tau_{n-1}\end{cases} \\
& =\mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{r}, &
\end{array}
$$

where $\mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)=\left(\mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{r}\right)_{r \in[0, T]}$ denotes the Doléans-Dade exponential of $-Z+Z^{\tau_{n-1}}$, see [25, Ch.II, Section 8], and where $Z^{\tau_{n-1}}$ is the process $Z$ stopped at $\tau_{n-1}$, i.e. $Z_{t}^{\tau_{n-1}}:=Z_{t \wedge \tau_{n-1}}$.

We now calculate the Lagrange multiplier $\hat{w}$ using the constraint $\mathbb{E}\left[X_{T}^{*}\right]=\hat{z}$. One first has

$$
\mathrm{d} \mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{s}=\mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{s-} \mathrm{d}\left(-Z_{s}+Z_{s}^{\tau_{n-1}}\right), \quad \mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{0}=1
$$

and the conditional quadratic variation ${ }^{7}$ of $-Z+Z^{\tau_{n-1}}$, which is computed by

$$
\begin{aligned}
\left\langle-Z+Z^{\tau_{n-1}},-Z+Z^{\tau_{n-1}}\right\rangle & =\left\langle\int_{0} \mathbb{1}_{\left(\tau_{n-1}, T\right]}(s)\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right) \mathrm{d} Y_{s}, \int_{0} \mathbb{1}_{\left(\tau_{n-1}, T\right]}(s)\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1}\right)\left(s, Y_{s-}\right) \mathrm{d} Y_{s}\right\rangle \\
& =\int_{0} \mathbb{1}_{\left(\tau_{n-1}, T\right]}(s)\left(\mathcal{M}_{\alpha}^{\top} \mathcal{S}_{\alpha}^{-1} \Sigma \mathcal{S}_{\alpha}^{-1} \mathcal{M}_{\alpha}\right)\left(s, Y_{s-}\right) \mathrm{d} s
\end{aligned}
$$

has uniformly bounded integrand over $(n, s) \in \mathbb{N} \times(0, T)$ a.s. by (4.20). Then applying Lemma B. 1 yields $\sup _{n \geq 1} \mathbb{E}\left[\left|U_{T}^{n-1}\right|^{2}\right]=\sup _{n \geq 1} \mathbb{E}\left[\left|\mathcal{E}\left(-Z+Z^{\tau_{n-1}}\right)_{T}\right|^{2}\right]<\infty$. In particular, for $n=1$ we can define

$$
\begin{equation*}
d_{(\mathrm{C} .2)}:=\mathbb{E}\left[\mathcal{E}(-Z)_{T} \mathbb{1}_{\left[0, \tau_{1}\right) \cap[0, T]}(T)\right]=\mathbb{E}\left[\mathcal{E}(-Z)_{T} \mathbb{1}_{\left\{\tau_{1}=\infty\right\}}\right] \in \mathbb{R} . \tag{C.2}
\end{equation*}
$$

Moreover, using Lemma B. 1 again we assert that $X^{*}$ is a square integrable process which together with (C.1) and (C.2) then imply that

$$
\begin{equation*}
d_{(\mathrm{C} .3)}:=\mathbb{E}\left[\sum_{n=1}^{\infty}\left(\Delta M_{\tau_{n-1}}+\int_{\tau_{n-1}}^{T} \frac{\mathrm{~d} M_{s}}{U_{s-}^{n-1}}+\int_{\tau_{n-1}}^{T} \frac{\mathrm{~d}[M, Z]_{s}}{U_{s-}^{n-1}}\right) U_{T}^{n-1} \mathbb{1}_{\left[\tau_{n-1}, \tau_{n}\right) \cap[0, T]}(T)\right] \tag{C.3}
\end{equation*}
$$

finitely exists. Now we let $r=T$ and take the expectation both sides of (C.1) to get

$$
\hat{z}=\hat{w}+d_{(\mathrm{C} .2)}\left(x_{0}-\hat{w}\right)+\sqrt{\frac{\lambda}{2}} d_{(\mathrm{C} .3)}
$$

If $d_{(\mathrm{C} .2)} \neq 1$, then the Lagrange multiplier $\hat{w}$ is calculated by

$$
\begin{equation*}
\hat{w}=\frac{\hat{z}-\sqrt{\frac{\lambda}{2}} d_{(\mathrm{C} .3)}-d_{(\mathrm{C} .2)} x_{0}}{1-d_{(\mathrm{C} .2)}} \tag{C.4}
\end{equation*}
$$

[^7]
## Appendix D. Some auxiliary results for Lévy processes

All Lévy processes below are considered with the canonical truncation function $h(x)=x \mathbb{1}_{\{\|x\| \leq 1\}}$.
Lemma D.1. L is a $D$-dimensional Lévy process if and only if $u^{\top} L$ is a 1-dimensional Lévy process for all $u \in \mathbb{R}^{D}$. Moreover, L has characteristic $(b, A, \nu)$ if and only if $u^{\top} L$ has characteristic $\left(b_{u}, u^{\top} A u, \nu \circ\{y \mapsto\right.$ $\left.\left.u^{\top} y\right\}^{-1}\right)$ where $b_{u}:=u^{\top} b-\int_{u^{\top} y \neq 0} u^{\top} y\left(\mathbb{1}_{\{\|y\| \leq 1\}}-\mathbb{1}_{\left\{\left|u^{\top} y\right| \leq 1\right\}}\right) \nu(\mathrm{d} y)$ for all $u \in \mathbb{R}^{D}$.
Proof. It is obvious that $L$ has càdlàg paths a.s. if and only if $u^{\top} L$ has càdlàg paths a.s. for all $u \in \mathbb{R}^{D}$. We now verify the equivalence regarding distributional properties. Let $\mathcal{F}_{t}^{L}:=\sigma\left\{L_{s}: s \leq t\right\}$. Assume that $L$ is a $D$-dimensional Lévy process with characteristic $(b, A, \nu)$. Then it follows from [18, Theorem 3.1] that, for any $s \leq t$ and $x \in \mathbb{R}$, a.s.,

$$
\mathbb{E}\left[\mathrm{e}^{\mathrm{i} x u^{\top}\left(L_{t}-L_{s}\right)} \mid \mathcal{F}_{s}^{L}\right]=\mathrm{e}^{-(t-s) \kappa(x u)}
$$

By a change of variables we have

$$
\begin{aligned}
\kappa_{u}(x):=\kappa(x u)= & -\mathrm{i} x u^{\top} b+\frac{x^{2} u^{\top} A u}{2}-\int_{y \neq 0}\left(\mathrm{e}^{\mathrm{i} x u^{\top} y}-1-\mathrm{i} x u^{\top} y \mathbb{1}_{\{\|y\| \leq 1\}}\right) \nu(\mathrm{d} y) \\
= & -\mathrm{i} x u^{\top} b+\frac{x^{2} u^{\top} A u}{2}-\int_{u^{\top} y \neq 0}\left(\mathrm{e}^{\mathrm{i} x u^{\top} y}-1-\mathrm{i} x u^{\top} y \mathbb{1}_{\{\|y\| \leq 1\}}\right) \nu(\mathrm{d} y) \\
= & -\mathrm{i} x\left(u^{\top} b-\int_{u^{\top} y \neq 0} u^{\top} y\left(\mathbb{1}_{\{\|y\| \leq 1\}}-\mathbb{1}_{\left\{\left|u^{\top} y\right| \leq 1\right\}}\right) \nu(\mathrm{d} y)\right) \\
& +\frac{x^{2} u^{\top} A u}{2}-\int_{z \neq 0}\left(\mathrm{e}^{\mathrm{i} x z}-1-\mathrm{i} x z \mathbb{1}_{\{|z| \leq 1\}}\right) \nu \circ\left\{y \mapsto u^{\top} y\right\}^{-1}(\mathrm{~d} z) .
\end{aligned}
$$

Hence, applying [18, Theorem 3.1] once more shows that $u^{\top} L$ is a Lévy process with the characteristic exponent $\kappa_{u}$. The converse implication is straightforward by choosing $x=1$.

Lemma D.2. Let $D, D^{\prime} \in \mathbb{N}$. Assume that $W$ is a $D$-dimensional Gaussian Lévy process and $L$ is a $D^{\prime}$-dimensional purely non-Gaussian Lévy process, both defined on the same probability space. Then $W$ and $L$ are independent.

Proof. Step 1. We prove that, for any $u \in \mathbb{R}^{D}, v \in \mathbb{R}^{D^{\prime}}$, two processes $u^{\top} W$ and $v^{\top} L$ are independent. Indeed, it is obvious that $u^{\top} W$ is a Gaussian Lévy process, and $v^{\top} L$ is a purely non-Gaussian Lévy process due to Lemma D.1. Denote by $[X, Y]$ the quadratic covariation of two càdlàg real semimartingales $X, Y$ (see, e.g., [25, p.66] or [14, Definition 8.2]). By the bilinearity of quadratic covariation, we get

$$
\left[u^{\top} W, v^{\top} L\right]=\left[\sum_{d=1}^{D} u^{(d)} W^{(d)}, \sum_{d^{\prime}=1}^{D^{\prime}} v^{\left(d^{\prime}\right)} L^{\left(d^{\prime}\right)}\right]=\sum_{d=1}^{D} \sum_{d^{\prime}=1}^{D^{\prime}} u^{(d)} v^{\left(d^{\prime}\right)}\left[W^{(d)}, L^{\left(d^{\prime}\right)}\right]
$$

Since $W^{(d)}$ is continuous and $L^{\left(d^{\prime}\right)}$ is purely non-Gaussian, both are Lévy processes null at 0 , it implies that $\left[W^{(d)}, L^{\left(d^{\prime}\right)}\right]=0$. Hence, $\left[u^{\top} W, v^{\top} L\right]=0$. We then apply [14, Theorem 11.43] to get the independence of $u^{\top} W$ and $v^{\top} L$ as desired.

Step 2. By choosing a common refinement of partitions, it suffices to prove that $\left(W_{t_{1}}, \ldots, W_{t_{n}}-W_{t_{n-1}}\right)$ is independent of $\left(L_{t_{1}}, \ldots, L_{t_{n}}-L_{t_{n-1}}\right)$ for all $0=t_{0}<t_{1}<\cdots<t_{n}, n \in \mathbb{N}$. Let $\left\{u_{k}\right\}_{k=1}^{n} \subset \mathbb{R}^{D}$ and $\left\{v_{k}\right\}_{k=1}^{n} \subset \mathbb{R}^{D^{\prime}}$ arbitrarily. One has

$$
\begin{align*}
I_{(\mathrm{D} .1)} & :=\mathbb{E}\left[\mathrm{e}^{\mathrm{i} \sum_{k=1}^{n} u_{k}^{\top}\left(W_{t_{k}}-W_{t_{k-1}}\right)+\mathrm{i} \sum_{k=1}^{n} v_{k}^{\top}\left(L_{t_{k}}-L_{t_{k-1}}\right)}\right] \\
& =\mathbb{E}\left[\mathrm{e}^{\mathrm{i} \sum_{k=1}^{n} \sum_{d=1}^{D} u_{k}^{(d)}\left(W_{t_{k}}^{(d)}-W_{t_{k-1}}^{(d)}\right)+\mathrm{i} \sum_{k=1}^{n} \sum_{d^{\prime}=1}^{D^{\prime}} v_{k}^{\left(d^{\prime}\right)}\left(L_{t_{k}}^{\left(d^{\prime}\right)}-L_{t_{k-1}}^{\left(d^{\prime}\right)}\right)}\right] . \tag{D.1}
\end{align*}
$$

For $d=1, \ldots, D, d^{\prime}=1, \ldots, D^{\prime}$ and $k=1, \ldots, n$ we define, for $t \in[0,1]$,

$$
\check{W}_{t}^{(d, k)}:=W_{\left(t_{k}-t_{k-1}\right) t+t_{k-1}}^{(d)}-W_{t_{k-1}}^{(d)} \quad \text { and } \quad \check{L}_{t}^{\left(d^{\prime}, k\right)}:=L_{\left(t_{k}-t_{k-1}\right) t+t_{k-1}}^{\left(d^{\prime}\right)}-L_{t_{k-1}}^{\left(d^{\prime}\right)}
$$

and set $\check{W}_{t}:=\left(\check{W}_{t}^{(d, k)}\right)_{1 \leq d \leq D, 1 \leq k \leq n} \in \mathbb{R}^{D \times n}, \check{L}_{t}:=\left(\check{L}_{t}^{\left(d^{\prime}, k\right)}\right)_{1 \leq d^{\prime} \leq D^{\prime}, 1 \leq k \leq n} \in \mathbb{R}^{D^{\prime} \times n}$. We now show that $\check{L}=\left(\check{L}_{t}\right)_{t \in[0,1]}$ is an $\mathbb{R}^{D^{\prime} \times n}$-valued purely non-Gaussian Lévy process. For any $v \in \mathbb{R}^{D^{\prime} \times n}$ and $t \in[0,1]$,
one has

$$
\operatorname{tr}\left[v^{\top} \check{L}_{t}\right]=\sum_{k=1}^{n} \sum_{d^{\prime}=1}^{D^{\prime}} v^{\left(d^{\prime}, k\right)} \check{L}_{t}^{\left(d^{\prime}, k\right)}=\sum_{k=1}^{n} \sum_{d^{\prime}=1}^{D^{\prime}} v^{\left(d^{\prime}, k\right)}\left(L_{\left(t_{k}-t_{k-1}\right) t+t_{k-1}}^{\left(d^{\prime}\right)}-L_{t_{k-1}}^{\left(d^{\prime}\right)}\right)
$$

For each $k=1, \ldots, n$, since $[0,1] \ni t \mapsto L_{\left(t_{k}-t_{k-1}\right) t+t_{k-1}}-L_{t_{k-1}}$ is a $D^{\prime}$-dimensional purely non-Gaussian Lévy process, it follows from Lemma D. 1 that $[0,1] \ni t \mapsto \sum_{d^{\prime}=1}^{D^{\prime}} v^{\left(d^{\prime}, k\right)}\left(L_{\left(t_{k}-t_{k-1}\right) t+t_{k-1}}^{\left(d^{\prime}\right)}-L_{t_{k-1}}^{\left(d^{\prime}\right)}\right)$ is also a purely non-Gaussian Lévy process. Since $L$ has independent increments, we infer that $\left(\operatorname{tr}\left[v^{\top} \check{L}_{t}\right]\right)_{t \in[0,1]}$ is again a purely non-Gaussian Lévy process. Analogously, $\left(\breve{W}_{t}\right)_{t \in[0,1]}$ is an $\mathbb{R}^{D \times n}$-valued Gaussian Lévy process without drift. By vectorization and applying Step 1 we get that $\left(\operatorname{tr}\left[u^{\top} \breve{W}_{t}\right]\right)_{t \in[0,1]}$ is independent of $\left(\operatorname{tr}\left[v^{\top} \breve{L}_{t}\right]\right)_{t \in[0,1]}$ for any $u \in \mathbb{R}^{D \times n}$ and $v \in \mathbb{R}^{D^{\prime} \times n}$. Therefore, choosing particularly $t=1$ yields

$$
I_{(\text {D. 1) }}=\mathbb{E}\left[\mathrm{e}^{\mathrm{i} \sum_{k=1}^{n} \sum_{d=1}^{D} u_{k}^{(d)}\left(W_{t_{k}}^{(d)}-W_{t_{k-1}}^{(d)}\right)}\right] \mathbb{E}\left[\mathrm{e}^{\mathrm{i} \sum_{k=1}^{n} \sum_{d^{\prime}=1}^{D^{\prime}} v_{k}^{\left(d^{\prime}\right)}\left(L_{t_{k}}^{\left(d^{\prime}\right)}-L_{t_{k-1}}^{\left(d^{\prime}\right)}\right)}\right],
$$

which implies the desired conclusion.
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[^1]:    ${ }^{1}$ The Lagrange multiplier actually is $2 \hat{w}$, but we use $\hat{w}$ to slightly simplify the presentation.

[^2]:    ${ }^{2}$ in the sense of [15, Ch.VI, Definition 3.7].

[^3]:    ${ }^{3}$ See, e.g., [25, Ch.II, Section 8].

[^4]:    ${ }^{4}$ See, e.g., [25, Chapter III, p.124].

[^5]:    ${ }^{5}$ If $\nu\left(\left\{e \in E: b^{\top} \Sigma^{-1} \gamma e=1\right\}\right)=0$, then applying the same argument as in Remark 4.13(1) yields $\Delta Z \neq 1$ on $[0, T]$, and hence, (4.27) is usable.

[^6]:    $6_{\text {in }}$ the sense of [15, Ch.II, Definition 2.6].

[^7]:    ${ }^{7}$ See, e.g., [25, Chapter III, p.124].

