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Preface

These notes are based on my course ”V5A2: Selected Topics in Algebra” in the
Winter Semester 2013/14 at the University of Bonn. The course is meant to be
an introduction to a more advanced course in birational geometry in the Summer
Semester 2014.

The notes will grow non-linearly during the course. That means two things: first,
I will try and update the material weekly as the course goes on, but the material
will not be in 1-1 correspondence with what is actually said in the course. This is
particularly true for Chapter 1: most of the stuff at the beginning of that chapter is a
reference for later material, and will not be lectured. Second, it is quite possible that
chapters will simultaneously grow: when new foundational material is encountered
later in the course, the corresponding stuff will go to Chapter 1, and so on. I try to
be pedagogical, and introduce new concepts only when/if needed.

Not everything is proved. I only prove things which I find particularly enlight-
ening, or which are of particular importance for the later material. Most of the
non-proved results are easily found in the standard reference [Har77] or in the book
in the making [Vak13].

Many thanks to Nikolaos Tsakanikas for reading these notes carefully and for
making many useful suggestions.
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Chapter 1

Foundations

This chapter contains the background material which is mostly not lectured in the
course. It should be taken as a reference for most of the results that come in the
next chapters.

First I review some classical concepts as of the first half of XX century, and we
will see how the field developed from commutative algebra by Hilbert. Then later,
we will adopt the modern point of view of sheaves developed by Grothendieck and
Serre - as we will see, these two viewpoints are equivalent, and the first one helps
have the geometric intuition about problems. However, the latter is more versatile
and will give us more tools to solve difficult and interesting problems.

We usually work with the field C of complex numbers; however most of the things
in this course hold for any algebraically closed field k.

1.1 Classical theory

1.1.1 Affine theory

For an integer n ≥ 0, denote An = Cn, the affine n-space over C.

Definition 1.1. Let I ⊆ C[X1, . . . , Xn] be an ideal, and let f1, . . . , fk ∈ C[X1, . . . , Xn]
be finitely many polynomials such that I = (f1, . . . , fk) (note that this follows from
Hilbert’s basis theorem). The set of points a ∈ An such that fi(a) = 0 for all i is an
algebraic set corresponding to I, and is denoted by Z(I), the zeroes of I.

It is easy to show that any finite union of algebraic sets is again algebraic, and
that any intersection of a family of algebraic sets is also algebraic.

Example 1.2. The empty set and the affine n-space are algebraic sets: indeed,
∅ = Z(1) and An = Z(0). Algebraic sets on the line A1 are precisely finite subsets
of A1.
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This gives a topology on An called Zariski topology : we declare that closed
subsets are precisely algebraic subsets of An. This topology is nice – it is Noetherian,
i.e. every descending sequence of closed subsets stabilises; this will follow from the
I-Z correspondence (1.1)-(1.2).

We say that an algebraic set V ⊆ An is irreducible if it is not a union of two
proper algebraic subsets.

Definition 1.3. An affine algebraic subvariety of An is an irreducible closed subset
of An. An open subset of an affine algebraic variety is an quasi-affine variety.

We have observed that there is a map Z which assigns an algebraic subset of An

to every ideal in C[X1, . . . , Xn]. Conversely, to every subset V ⊆ An we can assign
an ideal in C[X1, . . . , Xn] as follows:

I(V ) = {f ∈ C[X1, . . . , Xn] | f(v) = 0 for every v ∈ V }.

It is now straightforward to check that the maps

Z : {ideals in C[X1, . . . , Xn]} → {algebraic subsets of An} (1.1)

and

I : {subsets of An} → {ideals in C[X1, . . . , Xn]} (1.2)

are inclusion-reversing, i.e. if I1 ⊆ I2 ⊆ C[X1, . . . , Xn], then An ⊇ Z(I1) ⊇ Z(I2),
and similarly for I. This also implies easily that for any subset V ⊆ An, the set
Z(I(V )) equals the closure of V (in the Zariski topology).

A natural question is for which ideals I ⊆ C[X1, . . . , Xn] we have I(Z(I)) = I.
This is the starting point of algebraic geometry, and the answer is given by Hilbert’s
Nullstellensatz below. First we must define radical ideals.

Definition 1.4. For an ideal I ⊆ C[X1, . . . , Xn], the radical of I is

√
I = {f ∈ C[X1, . . . , Xn] | fk ∈ I for some k > 0}.

Observe that I ⊆
√
I,
√√
I =
√
I, and Z(I) = Z(

√
I). So Hilbert’s Nullstel-

lensatz tells us exactly that the radical of an ideal I is the largest ideal containing
I such that the corresponding algebraic set is equal to Z(I).

Theorem 1.5 (Hilbert’s Nullstellensatz). Let I ⊆ C[X1, . . . , Xn] be an ideal. Then

I(Z(I)) =
√
I.

The following beautiful argument is known as Rabinowitsch trick.
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Proof. We will assume without proof the following statement, sometimes called
”weak” Nullstellensatz:

Claim 1.6. Let I be a proper ideal in C[X1, . . . , Xn]. Then Z(I) 6= ∅.

The proof uses Noether’s theorem and Artin-Tate’s theorem and is not difficult
if you know some Commutative Algebra.

Assuming the claim, let us prove the result. Let g ∈ I(Z(I)), and assume I is
generated by f1, . . . , fk ∈ C[X1, . . . , Xn].

Consider the ring C[X1, . . . , Xn, Xn+1], and the ideal J in this ring generated by
f1, . . . , fk and by 1−gXn+1. Assume that J 6= C[X1, . . . , Xn, Xn+1]. Then, by Claim
1.6, there exists α = (a1, . . . , an, an+1) ∈ Z(J ) ⊆ Cn+1. But then (a1, . . . , an) ∈
Z(I), and therefore g(a1, . . . , an) = 0 since g ∈ I(Z(I)). This implies that α is not
a zero of 1− gXn+1, a contradiction.

Therefore J = C[X1, . . . , Xn, Xn+1], so there exist polynomials p1, . . . , pk, p ∈
C[X1, . . . , Xn, Xn+1] such that

1 =
k∑
i=1

pifi + p(1− gXn+1).

Substituting Xn+1 = 1/g, we get

1 =
k∑
i=1

pi(X1, . . . , Xn, 1/g)fi. (1.3)

Observe that for every i we have pi(X1, . . . , Xn, 1/g) = qi/g
Ni for some polynomial

qi ∈ C[X1, . . . , Xn] and some Ni ∈ N. Therefore, multiplying (1.3) by gN for some
large N ∈ N we have

gN =
k∑
i=1

q̂ifi

for some q̂i ∈ C[X1, . . . , Xn], which is exactly what we were supposed to prove.

Therefore, there is a bijective correspondence between radical ideals and algebraic
sets, and an algebraic set X is a variety iff I(X) is a prime ideal. In particular, since
C[X1, . . . , Xn] is a Noetherian ring, this proves the aforementioned claim that An is
a Noetherian topological space.

Definition 1.7. Let X ⊆ An be an algebraic set. The affine coordinate ring of X
is

O(X) = C[X1, . . . , Xn]/I(X).

This ring is a finitely generated integral domain if X is an algebraic variety.

5



Next we define the dimension of an algebraic set X ⊆ An. There are several
ways to do this (of course, all equivalent): if K(X) denotes the field of fractions of
O(X), then

dimX := trdegK(X).

Equivalently, dimX equals the Krull dimension of O(X): that is the maximum of
lengths of chains I0 ⊆ I1 ⊆ · · · ⊆ Ik of prime ideals in O(X).

The following result is not surprising, and it follows from some commutative
algebra.

Lemma 1.8. We have that dimAn = n, and that a subvariety X of An of dimension
n− 1 is the zero set of a single irreducible polynomial f , that is X = V (f).

1.1.2 Projective theory

The main reason why we are not completely happy with affine varieties is that they
are not compact: for instance, one can easily find a cover of the line A1 which
does not have a finite subcover. That is one of the main motivations for projective
varieties.

Definition 1.9. The projective n-space is Pn = An+1/ ∼, where ∼ is the equivalence
relation given by

(a0, . . . , an) ∼ (λa0, . . . , λan)

for every λ ∈ C\{0}.

The projective n-space can be covered by a chart of affine varieties: indeed, for
each i = 0, . . . , n, we set Ui to be the set of all (n+1)-tuples (a0, . . . , an) with ai = 1.
Then it is easy to see that each Ui is homeomorphic to An and that Pn =

⋃n
i=0 Ui.

We also know that Pn can be given a structure of a complex manifold, and it can
be shown that it is compact.

Now consider the ring C[X0, . . . , Xn]. Recall that a polynomial f in this ring
is homogeneous of degree d if f(λa0, . . . , λan) = λdf(a0, . . . , an) for every λ ∈ C.
A homogeneous ideal I ⊆ C[X0, . . . , Xn] is an ideal generated by (finitely many)
homogeneous polynomials.

In particular, this means that it makes sense to ask whether f(α) = 0 for α ∈ Pn
and a homogeneous polynomial f ∈ C[X0, . . . , Xn].

Therefore, as in the case of affine varieties, if I is a homogeneous ideal, we can
define its set of zeroes Z(I) ⊆ Pn, and such a set is called a projective algebraic
set . Conversely, for an algebraic set X ⊆ Pn, one can define the homogeneous ideal
I(X) ⊆ C[X0, . . . , Xn]. Similar properties hold as in the case of affine varieties,
i.e. ∅ and Pn itself are algebraic sets, and we can define the corresponding Zariski
topology. As in the affine case, an algebraic subset of Pn is a projective variety if
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it is irreducible. We further say that an open subset of a projective variety is a
quasi-projective variety.

Definition 1.10. We say that an algebraic subset X of An or Pn is a (classical)
variety if it is a quasi-affine or a quasi-projective variety.

One can similarly as in the affine case prove the projective version of the Null-
stellensatz: if I ⊆ C[X0, . . . , Xn] is a homogeneous ideal, and if f ∈ I(Z(I)), then
fk ∈ I for some k > 0.

One can also define a dimension of a variety in general; this is an exercise. The
codimension of a closed subvariety Y of a variety X is codimX Y = dimX − dimY .

1.1.3 Morphisms

We want to make algebraic varieties into a category, and for this we have to define
maps between varieties. We start with the case where the target is A1 = C.

Definition 1.11. Let X ⊆ An (respectively X ⊆ Pn) be a quasi-affine (respectively
quasi-projective) variety, and consider a function ϕ : X → C. We say ϕ is regular at
a point x ∈ X if it is locally a well-defined rational function around x, i.e. if there
is an open neighbourhood U of x, and there are polynomials f, g ∈ C[X1, . . . , Xn]
(respectively homogeneous polynomials f, g ∈ C[X0, . . . , Xn] of the same degree)
such that g is nowhere zero on U and ϕ = f/g on U . Further, we say that ϕ is
regular if it is regular at every point of X.

Now it is easy to check that any regular function is continuous in the Zariski
topology.

It is not too difficult, but it is a bit involved, to show that a function on an
affine variety X ⊆ An is regular iff it is in O(X). In other words, O(X) is the set
of regular functions on X. For this reason, we denote by O(X) the set of regular
functions on X, where X is either a quasi-affine or a quasi-projective variety.

In the projective case, the situation is quite the opposite: a function on a pro-
jective variety X ⊆ Pn is regular iff it is in C, i.e. we always have O(X) = C. Note
that this is very different from the homogeneous coordinate ring of X,

S(X) = C[X0, . . . , Xn]/I(X).

Now we define an important invariant of a variety X around a point x ∈ X:

Definition 1.12. A local ring at x, denoted by Ox, is the set of equivalence classes
of pairs of (U, f), where U ⊆ X is an open neighbourhood of x and f ∈ O(U), such
that two pairs (U, f) and (V, g) are equivalent if f = g on U ∩ V .

Equivalently, Ox = lim
→
O(U), where the limits is over all open sets U 3 x.

Elements of Ox are called germs.
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It is immediate that there is an injective map

O(V )→
⋂
x∈V

Ox

for every open subset V of X. We will see in Subsection 1.2.2 that this map is in
fact bijective.

The local ring Ox at a point x is indeed a local ring: if (U, f) ∈ Ox and f(x) 6= 0,
then (V, 1/f) ∈ Ox for some V . Therefore the set mx ⊆ Ox of all germs of regular
functions f which vanish at x is an ideal, and every element of Ox\mx is a unit.
Note that Ox/mx ' C.

Further, if X is an affine (respectively projective) variety, and x is a point in X,
then Ox is the localisation of O(X) (respectively S(X)) at the ideal m containing
all f ∈ O(X) (respectively all homogeneous f ∈ S(X)) such that f(x) = 0.

The field of rational functions k(X) of a variety is crucial in birational geometry,
as we will see later in the course: it is invariant not only up to isomorphism, but
even up to birational maps. It generalises C(X1, . . . , Xn).

Definition 1.13. Let X be a variety. The field of rational functions k(X) is the
set of equivalence classes of pairs of (U, f), where U ⊆ X is an open subset and
f ∈ O(U), such that two pairs (U, f) and (V, g) are equivalent if f = g on U ∩ V .
In particular, if U is an open subset of X, then k(X) ' k(U).

If X is an affine variety, then it is pretty straightforward to see that k(X) is the
field of fractions of O(X). This also implies that when X is a projective variety,
k(X) is the homogeneous localisation of S(X) at the ideal (0), which is of course a
field.

Finally, we can define morphisms between varieties.

Definition 1.14. Let X and Y be two varieties. A function f : X → Y is a
morphism if it is continuous, and if for every open set U ⊆ Y and every ϕ ∈ O(U),
we have ϕ ◦ f ∈ O(f−1(U)).

For example, it is easy to show (exercise!) the following: if X is a variety and
Y ⊆ An is an affine variety, then a map f : X → Y is a morphism if and only if
f = (f1, . . . , fn), where fi ∈ O(X). In particular, if X is also affine, then f being a
morphism is the same as f being a polynomial map.

This all makes varieties into a category. Further, from before we know that
there is a bijection X 7→ O(X) between affine varieties and integral domains finitely
generated over C, which we can strengthen as follows: this is an arrow-reversing
equivalence of categories. Formally,

Hom(X, Y ) ' Hom(O(Y ),O(X)).

8



This can be used to give a new, much more general and more flexible, definition of
varieties below.

1.2 Sheaf theory

1.2.1 Sheaves

It is clear that the rings O(U) defined above are related if U are open subsets
of X, and that the functions in them satisfy certain gluing conditions, which are
built-in the definitions. In particular, for every two open subsets V ⊆ U of X, the
restriction of regular functions gives a map O(U)→ O(V ). Also, if regular functions
s1 ∈ O(U1) and s2 ∈ O(U2) on two open subsets U1 and U2 of X coincide on U1∩U2,
then there is a (unique) regular function s ∈ O(U1 ∪ U2) such that s|U1 = s1 and
s|U2 = s2.

We will see below that this can be formalised to work for all topological spaces,
although, naturally, we are interested in those which have algebro-geometric inter-
pretations.

Note that one of the disadvantages of the classical definition of varieties is that
they depend on an embedding in An or Pn. This will be overcome by an introduction
of abstract varieties below. Further, for some purposes it is important to work not
necessarily over C, but over any field, and even over any ring. All this justifies the
passage to language of sheaves, which goes back to Leray, Grothendieck and Serre
in 1950’s and 1960’s.

Definition 1.15. Let X be a topological space. A sheaf F on X is a collec-
tion {F(U)} of abelian groups for every open subset U of X, and morphisms
ρUV : F(U)→ F(V ) for open sets V ⊆ U ⊆ X, such that:

(1) F(∅) = 0,

(2) ρUU = idU for every open U ⊆ X,

(3) if W ⊆ V ⊆ U are open subsets of X, then ρUW = ρVW ◦ ρUV ,

(4) if U is an open subset of X, if {Ui} is an open covering of U , and if si ∈ F(Ui)
are such that ρUi,Ui∩Uj(si) = ρUj ,Ui∩Uj(sj) for all i and j, then there exists a
unique s ∈ F(U) such that ρUUi(s) = si for every i.

Elements of F(U) are called sections of F over U , and the maps ρUV are called
restriction maps . If s ∈ F(U), then we usually denote ρUV (s) by s|V . We also use
the notation Γ(U,F) for F(U) (also denoted by H0(U,F); the reasons will become
clear when we talk about cohomology below).

9



The condition (4) is a “gluing” condition: it means that if we have a collection
of local sections on an open covering of an open set U in X satisfying compatibility
conditions, we can ”glue” them together to get a unique section on U .

Example 1.16. When X is a variety, it is obvious from the definition of the rings
O(U) for open subsets U ⊆ X, that they form a sheaf called the structure sheaf of
X and denoted by OX .

We continue with the notation from Definition 1.15. Similarly as in the case of
varieties, we define the stalk of a sheaf F at a point x ∈ X as

Fx = lim
→
F(U),

where the limit is over all open subsets x ∈ U ⊆ X. Thus, if X is a variety,
OX,x = Ox.

1.2.2 Schemes

The category of sheaves on topological spaces is to big for algebraic geometry,
and we want to enhance sheaves with some additional structure. The desired ob-
jects should model algebraic varieties, and there should exist a correspondence to
affine/projective varieties.

First we define affine schemes. The definition is similar to affine varieties, though
we work in larger generality as we deal with arbitrary (commutative, with unity)
rings, and we do not care about an embedding into an affine space.

Recall that there is a bijective correspondence between points on an affine variety
X and maximal ideals in O(X). Therefore, in a sense, to give points of X it is
enough to list out maximal ideals in its ring of regular functions. However, to give
information about the geometry of X, i.e. about all subvarieties it contains, it is
equivalent to list all of its prime ideals (these are in bijective correspondence with
closed subvarieties of X). And this is exactly what the definition of a spectrum is.

Definition 1.17. Let A be a ring. The space SpecA is the set of all prime ideals
in A.

We want to put a topology on this space. Similarly as above, for any ideal I ⊆ A,
let V (I) be the set of all prime ideals which contain I, and we declare that these are
the closed sets in this topology, called Zariski topology. This is indeed well-defined,
since it is easy to check that then finite unions and arbitrary intersections of closed
sets are again sets of this form.

This corresponds to the intuition that V (I) should contain all the zeroes of I,
and if a subvariety belongs to this set, then its corresponding ideal should contain
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I. It is important to observe that this construction has Nullstellensatz built into
it, since by an easy algebraic result, a radical of an ideal I is the intersection of all
prime ideals containing I.

To obtain a sheaf, we must define regular functions on SpecA. Recall from
the classical case above, if X is an affine variety and if x ∈ X is a point, then
Ox/mx ' C, where mx is the maximal ideal in the local ring Ox; more precisely, mx

the set of all germs which vanish at x. Hence, if f ∈ O(U) for an open subset U of
X, then f(x) is exactly the image of f in Ox/mx.

Therefore, for a point x ∈ SpecA, we want to view the localisation Ax as the set
of values of regular functions at x (up to the maximal ideal). For every open subset
U ⊆ SpecA, we define the ring OSpecA(U) as the set of all functions

s : U →
⊔
p∈U

Ap

such that s is a well-defined quotient of two elements locally around every point in
U . More precisely, for every p ∈ U , there is a neighbourhood V of p and f, g ∈ A,
where g ∈ A\q for every q ∈ V , and s(q) = f/g (in Aq).

Since the construction is local, it is obvious that all the conditions from Definition
1.15 are satisfied, and this indeed gives a structure of a sheaf on SpecA, called the
spectrum of A.

Now it is straightforward to show that OSpecA,x ' Ax for every point x ∈ SpecA,
and that Γ(SpecA,OSpecA) ' A, as expected.

It is important to note that (SpecA,O) is not only a sheaf, but it is a locally
ringed space: these are sheaves F on topological spaces X where every group F(U)
is a ring, and every stalk Fx is a local ring.

In order to define an affine scheme, we first have to introduce a notion of a
morphism between locally ringed spaces (X,OX) and (Y,OY ). Let (ϕ, ϕ]) be a
pair, where ϕ : X → Y is a continuous map and ϕ] is a collection of morphisms
ϕ]U : OY (U) → OX(ϕ−1(U)). Taking direct limits, this gives maps ϕ]x : OY,ϕ(x) →
OX,x of local rings for every point x ∈ X. If the preimage of the maximal ideal of
OX,x equals the maximal ideal of OY,ϕ(x) for every such x, we say that (ϕ, ϕ]) is a
morphism between locally ringed spaces .

Definition 1.18. A locally ringed space is an affine scheme if it is isomorphic as
a locally ringed space to (SpecA,OSpecA) for some ring A. A scheme is a locally
ringed space which has a covering by affine schemes.

Now it should be obvious why this has advantages over the classical definition –
we did not specify coordinates nor embedding of our (affine) scheme into any affine
or projective space.
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Example 1.19. Another way to give the affine space An is to define it as the
locally ringed space (SpecC[X1, . . . , Xn],OSpecC[X1,...,Xn]). Indeed, everything so far
has been modeled after this classical construction.

Moreover, for every ring A we have the affine n-space over A, defined as An
A =

SpecA[X1, . . . , Xn].

Now we turn to projective schemes. Recall that in the classical construction it
was important that polynomials we deal with are homogeneous, and we used the
notion of the degree. Another way to put it is to consider C[X0, . . . , Xn] =

⊕
d∈N Sd

as a graded ring , where the grading is by the degree of homogeneous polynomials.
It is an easy exercise (consequence of ”weak” Nullstellensatz) to show that for

a homogeneous ideal I ⊆ C[X0, . . . , Xn], we have Z(I) = ∅ iff
⊕

d>0 Sd ⊆
√
I.

Therefore, closed points in Pn are in bijective correspondence with maximal ideals
of C[X0, . . . , Xn] other than

⊕
d>0 Sd.

Definition 1.20. Consider any graded ring S =
⊕

d∈N Sd, and the ideal S+ =⊕
d>0 Sd. The space ProjS is the set of all homogeneous prime ideals in S other

than S+.

Similarly as before, to put the Zariski topology on this space, for any ideal I ⊆ S,
let V (I) be the set of all homogeneous prime ideals in ProjS which contain I, and
we declare that these are the closed sets in this topology. This is again well-defined,
since it is easy to check that then finite unions and arbitrary intersections of closed
sets are again closed.

For each p ∈ ProjS, we denote by S(p) the homogeneous localisation at p: the set
of all fractions f/g, where f ∈ S and g ∈ S\p are homogeneous, and deg f = deg g.
As in the case of affine schemes, for every open subset U ⊆ ProjS, we define the
ring OProjS(U) as the set of all functions

s : U →
⊔
p∈U

S(p)

such that s is a well-defined quotient of two homogeneous elements of the same
degree locally around every point in U . More precisely, for every p ∈ U , there is a
neighbourhood V of p and homogeneous f, g ∈ S, where g ∈ S\q for every q ∈ V ,
deg f = deg g, and s(q) = f/g (in S(q)).

Since the construction is local, it is obvious that all the conditions from the
definition of a sheaf are satisfied, and this indeed gives a structure of a sheaf on
ProjS.

It is again straightforward to show that OProjS,x ' S(x) for every point x ∈
ProjS. Also, similarly as in the classical case, ProjS is covered by affine schemes:
it is an exercise to show that for every homogeneous f ∈ S+, the ringed space on
ProjS \V (f) is isomorphic to SpecS(f), and these sets cover ProjS. Therefore,
(ProjS,OProjS) is a projective scheme.
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Example 1.21. Another way to give the projective space Pn is to define it as the
scheme (ProjC[X0, . . . , Xn],OProjC[X0,...,Xn]).

Moreover, for every ring A we have the projective n-space over A, given as PnA =
ProjA[X0, . . . , Xn]. Note that this is the same as PnZ × SpecA. We can extend this
definition to any variety Y : we set PnY = PnZ × Y , and we call this the projective
n-space over Y . Another way to get this is to cover Y by open subsets Ui = SpecAi,
form projective spaces PnAi , and then glue.

There are several properties of classical varieties that are desirable in the abstract
context. First, notice that, tautologically, the section ringsO(U) of classical varieties
are integral domains, hence reduced rings (i.e. with no nilpotent elements) – this
follows directly from Nullstellensatz. We would like to carry this property forward.

Definition 1.22. (1) A scheme X is reduced if OX(U) has no nilpotents for every
open set U ⊆ X.

(2) A scheme X is integral if OX(U) is an integral domain for every open set
U ⊆ X.

A scheme X is integral iff it is reduced and irreducible. One direction is trivial: if
it is reducible, then X = X1 ∪X2, where Xi are proper closed subsets. Therefore, if
Ui = X\Xi, we have U1∩U2 = ∅, soOX(U1∪U2) = OX(U1)×OX(U2) which is clearly
not an integral domain as (u1, 0) and (0, u2) multiply to zero for any ui ∈ OX(Ui).
Converse is slightly more involved but not difficult.

Next, we can define the function field k(X) of an integral scheme X as in the
classical case, and we have the inclusion

OX(U) ⊆
⋂
x∈U

OX,x

for every open subset U , where the intersection is taken inside k(X). It is easy to
see that this is an equality when X is integral – one only has to use the definition of
a sheaf, and the fact that if a function vanishes on the whole U , then it is nilpotent,
thus zero. In particular, this implies that on an integral scheme X, for every two
open subsets V ⊆ U ⊆ X, the restriction map

OX(U)→ OX(V )

is injective.
Another property implicit from the classical picture is that a variety can be

covered by finitely many affine varieties.

Definition 1.23. A scheme X is of finite type (over C) if it can be covered by finitely
many open subsets Ui = SpecAi, where each Ai is a finitely generated algebra over
C.

13



In particular, one can easily show that a scheme of finite type satisfies Noethe-
rian property as a topological set, i.e. every descending sequence of closed subsets
stabilises.

We just briefly mention another crucial property: we say that a scheme X is
separated if the image of X under the diagonal embedding in X × X is closed.
This can (with some pain) be verified for classical varieties, and for quasi-projective
schemes.

Finally we have all the ingredients to define an abstract variety.

Definition 1.24. An abstract variety is an integral separated scheme of finite type
over C.

This class of schemes is strictly larger than the class of quasi-projective vari-
eties/schemes, which was showed by Nagata in 1956. In many applications, it is
necessary to step out of the realm of quasi-projective schemes.

However, the following result shows that the classical picture corresponds fully
to our new abstract quasi-projective setting.

Theorem 1.25. There is a fully faithful functor between the category of (classical)
varieties and the category of quasi-projective integral schemes over C. A classical
variety is homeomorphic to the set of closed points of its image under this functor.

1.2.3 Morphisms of sheaves

Earlier we saw what a morphism between structure sheaves of two different varieties
is. Now we will define a morphism between two sheaves on the same variety.

Definition 1.26. Let X be a topological space, and let F and G be two sheaves on X
with restriction maps ρ and θ respectively. A morphism ϕ : F → G is a collection of
morphisms ϕ(U) : F(U)→ G(U) of abelian groups, such that the following diagram
is commutative for every open V ⊆ U : By taking direct limits, this introduces
corresponding maps on stalks ϕx : Fx → Gx for every point x ∈ X.

The kernel of a morphism ϕ : F → G is the sheaf of groups kerϕ(U) for each U
(check that this is indeed a sheaf!). Then we say that ϕ is injective if kerϕ = 0.

Exercise 1.27. Show that ϕ is injective iff ϕx is injective for every x ∈ X.

The natural definition of the image of ϕ would be to say that it is the sheaf of
groups imϕ(U) for each U . However, this is in general not a sheaf!

Exercise 1.28. Show that there exists a sheaf imϕ and group homomorphisms
ξ(U) : im(ϕ(U))→ (imϕ)(U) such that there is a unique morphism ϕ+ : imϕ→ G
with ϕ = ϕ+ ◦ ξ. The construction is similar to that of the structure sheaf of a
variety.
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This construction generalises to similar contexts, and we call this process sheafi-
fication.

Then we say that ϕ is surjective if imϕ = G. One can again check that ϕ
is surjective iff ϕx is surjective for every x ∈ X. One can, alternatively, use this
property as the definition of surjectivity of morphisms of sheaves.

Finally, we say that a morphism ϕ is an isomorphism is it is both injective and
surjective. Equivalently, ϕx is an isomorphism for every x ∈ X.

Assume now that a sheaf F on a variety X has an additional structure of an
OX-module, i.e. assume that for every open U ⊆ X, F(U) is an OX(U)-module,
and that this is compatible with restriction maps on OX and F . The set of all
morphisms from an OX-module F to an OX-module G is denoted by HomOX (F ,G).

Example 1.29. For two OX-modules F and G, the collection of modules F(U) ⊕
G(U) forms a sheaf F ⊕ G, a direct sum of F and G.

Similarly, by sheafifying the collection of modules F(U) ⊗OX(U) G(U), we get a
sheaf F ⊗ G, the tensor product of F and G.

For every open subset U of X, the restriction F|U , defined in the obvious way,
is an OX |U -module. The collection of modules HomOX |U (F|U ,G|U) forms a sheaf,
denoted by HomOX (F ,G).

We say that F is a free OX-module of rank r if F ' O⊕rX for some r ≥ 1.

Even though much of what we say here holds for all modules, in practice we
usually work with quasi-coherent and coherent sheaves.

In order to define what this means, let A be a ring and M an A-module. Then
we can consider localisations Mp for p ∈ A, and we can construct sets of regular
functions on open sets U ⊆ SpecA with values in M as certain maps U →

∐
p∈U Mp

– this construction parallels that of regular functions, and is left as an easy (but
important!) exercise.

In this way we construct sheaves M̃ on SpecA, and it is obvious that they are
OSpecA-modules. Note that OSpecA = Ã in this new notation.

Definition 1.30. If F is an OX-module on a variety X, it is quasi-coherent if there
is an open covering {Ui = SpecAi} of X such that F|Ui ' M̃i for some Ai-module
Mi. If additionally each Mi is a finitely generated Ai-module, then we say that F
is coherent.

Locally free sheaves of finite rank are obviously coherent sheaves.

We can run an analogous construction if we are given a graded ring S and a
graded S-module M , to construct a sheaf M̃ on ProjS (exercise!).

Next we want to define pullbacks and pushforwards of sheaves on varieties under
morphisms.
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Definition 1.31. Let f : X → Y be a morphism between two varieties, and let F
be a sheaf on X. The pushforward of F (or direct image of F) is a sheaf f∗F , which
is defined by

(f∗F)(U) = F(f−1(U))

for every open subset U of Y .

Now, if F is an OX-module, then there is an obvious f∗OX-module structure
on f∗F . Recall that there is a map f ] : OY → f∗OX , and this turns f∗F into an
OY -module.

To get a feel for what this means, assume that X = SpecA and Y = SpecB,
and that F = M̃ for an A-module M . Recall that there is a ring homomorphism
B → A. Then it is easy to show (do it!) that f∗M̃ = B̃M , where BM is just M
considered as a B-module via the map B → A.

In general, if F is quasi-coherent, we can cover X and Y by open affines, and
glue this construction.

Definition 1.32. Let f : X → Y be a morphism between two varieties, and let F
be a sheaf on Y . The pullback of F (or inverse image of F) is a sheaf f−1F , which
is obtained by sheafifying the collection of groups

lim
f(U)⊆V

F(V )

for every open subset U of X, where the injective limit runs through all open subsets
V of Y which contain the set f(U).

Even though involved, this definition is precisely what we want, since we want
to relate open subsets of X and Y . Note that if f is an open map, then the limit in
the definition is just F(f(U)).

Therefore, if X is an open subvariety of Y with the inclusion map i : X ↪→ Y ,
and if F is a sheaf on Y , then F|X is just the pullback i−1F .

Similarly, if X is a closed subvariety of Y with the inclusion map (closed immer-
sion) i : X ↪→ Y , and if F is a sheaf on Y , we define the restriction F|X of F as
i−1F .

This is compatible with the situation when F = OY : indeed, it is easy to check
that OX = OY |X since both sides can be interpreted locally.

Exercise 1.33. If f : X → Y is a morphism between two varieties, and if F is a sheaf
on X, show that there is a well-defined natural homomorphism f−1f∗F → F .

Now, this gives a composition of maps f−1OY → f−1f∗OX → OX , and if F is an
OX-module, then there is an obvious f−1OY -module structure on f−1F . Therefore,
there is a well-defined OX-module

f ∗F = f−1F ⊗f−1OY OX
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and we call it the pullback of an OY -module F . Now it is easy to check that

(f ∗F)x ' Ff(x) ⊗OY,f(x) OX,x
for every point x ∈ X.

To get a feel for what this means, assume that X = SpecA and Y = SpecB,
and that F = Ñ for a B-module N . It is again easy to show (do it!) that f ∗Ñ =
(N ⊗B A)̃ , where again recall that we are equipped with a map B → A.

In general, if F is quasi-coherent, we can cover X and Y by open affines, and
glue this construction.

Therefore, locally a section ϕ of F gets sent to ϕ⊗ 1.
Let again f : X → Y be a morphism between two varieties. The relation between

functors f∗ and f ∗ is that they are adjoint, i.e. for an OX-module F and an OY -
module G, there is an isomorphism

Hom(f ∗G,F) ' Hom(G, f∗F).

This follows easily from the above exercise.
As a side note, one can easily check that if i : X ↪→ Y is a closed inclusion, then

for any sheaf F on Y we have F|X = i∗F = F ⊗OY OX .

1.3 Cohomology

Similarly as in other branches of mathematics, cohomological methods are among
the most powerful tools, and they enable us to solve hard problems which are un-
reachable by other methods. I start with some general facts about derived functors
in the context of sheaves on varieties, and later we will see some important conse-
quences regarding the cohomology of affine and projective varieties. The moral of
the story is that cohomology is all about studying exact sequences, long and short.

Let X be a variety. Start with an OX-module I and a short exact sequence

0→ F → G → H → 0

of OX-modules on X. We want to apply the HomOX (·, I) functor to this sequence.
It is an easy exercise (!) that then we have the exact sequence

0→ HomOX (H, I)→ HomOX (G, I)→ HomOX (F , I).

This sequence is not always exact on the right. When it is exact on the right, i.e.
when we have

0→ HomOX (H, I)→ HomOX (G, I)→ HomOX (F , I)→ 0,

we say that the module I is injective. Now, the basic (but non-trivial) fact is the
following.
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Lemma 1.34. Let X be a variety and let F be an OX-module on X. Then there is
an injective OX-module G and an injection i : F ↪→ G.

In other words, any module can be extended to an injective module on X. The
G as above is called an injective extension of F .

Now, start with an OX-module F0 = F on X. Then, for m ≥ 0 we construct
inductively OX-modules Fm and Im as follows. Assume we have constructed Fm.
Then, by the lemma, it has an injective extension im : Fm ↪→ Im, and set Fm+1 =
Im/Fm. Note that then we have the short exact sequence

0→ Fm
im→ Im

πm→ Fm+1 → 0

for every m, and this gives maps

δm = im+1 ◦ πm : Im → Im+1.

Since ker δm = kerπm = im im = im δm−1, this gives the long exact sequence (reso-
lution)

0→ F i0→ I0
δ0→ I1

δ1→ . . .

Any such resolution by injective modules is called an injective resolution of F . Any
two injective resolutions are homotopy equivalent (in the sense of topology), and
therefore if we set δ−1 = 0 and

Hm(U,F) = ker δm,U/ im δm−1,U

for every open subset U of X, these groups do not depend on the choice of an
injective resolution (up to isomorphism). These groups are the cohomology groups
of F . Note that H0(U,F) = Γ(U,F) by definition.

Further, observe that if I is an injective module, then

0→ I id→ I → 0

is an injective resolution of I, and therefore Hq(U, I) = 0 for all q > 0.
Whenever we have a morphism θ : F → G of sheaves on X, there are natural

morphisms Hq(U, θ) : Hq(U,F) → Hq(U,G) for all open subsets U and all q ≥ 0.
The cohomology groups and these natural maps define covariant functors from the
category of OX-modules to the category of abelian groups.

From the general theory of derived functors (Snake Lemma), we know that if we
have a short exact sequence

0→ F → G → H → 0
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of OX-modules on X, then there is the associated long exact cohomology sequence

0→ H0(U,F)→ H0(U,G)→ H0(U,H)

d0→ H1(U,F)→ H1(U,G)→ H1(U,H)

d1→ · · ·
dq−1→ Hq(U,F)→ Hq(U,G)→ Hq(U,H)

dq→ · · ·

where di are naturally defined connecting morphisms and other non-labeled maps
are just natural maps defined above. This sequence is one of the basic tools in
modern Algebraic Geometry.

The basic vanishing result is the following theorem of Grothendieck. It is anal-
ogous to a result in topology, where we have vanishing of (co)homology in degrees
higher than the dimension of the topological space, and therefore it is a desirable
and expected result.

Theorem 1.35. Let X be a variety and let F be a sheaf on X. Then Hq(X,F) = 0
for all q > dimX.

Thus, the long exact cohomology sequence introduced above has only finitely
many non-zero terms. One of the main problems in geometry is to determine in
which circumstances some other groups in the sequence vanish.

The picture is fairly easy when we are on an affine variety. The following result
is due to Serre.

Theorem 1.36. Let X be a variety. Then the following conditions are equivalent.

(1) X is affine,

(2) Hq(X,F) = 0 for every q > 0 and every quasi-coherent sheaf F ,

(3) H1(X, I) = 0 for every quasi-coherent ideal sheaf I.

Therefore, if Y is a closed subvariety of an affine variety with the associated ideal
sheaf I, the long exact cohomology sequence degenerates to the following short exact
sequence:

0→ H0(X, I)→ H0(X,OX)→ H0(Y,OY )→ 0,

which we already knew.
The following important result will be crucial when we discuss linear systems on

projective varieties later in the course.
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Theorem 1.37. Let X be a projective variety and let F be a coherent OX-module.
Then Hq(X,F) is a finite-dimensional C-vector space for every q ≥ 0.

The dimension dimCH
q(X,F) is usually denoted by hq(X,F). Therefore, this

theorem and the vanishing theorem of Grothendieck allow to make the following
definition, similarly as in topology.

Definition 1.38. Let X be a projective variety and let F be a coherent OX-module.
Then the sum

χ(X,F) =
∞∑
q=0

(−1)qhq(X,F)

is a finite sum of integers, and it is called the Euler-Poincaré characteristic of F .

The basic fact about the Euler characteristic is that it is additive on short exact
sequences.

Lemma 1.39. Let X be a projective variety and let F ,G,H be coherent OX-modules
such that we have the short exact sequence

0→ F → G → H → 0.

Then χ(G) = χ(F) + χ(H).

The proof is very easy, and it follows from the long exact cohomology sequence
(exercise!).

A less trivial property is the following:

Theorem 1.40 (Weak Riemann-Roch). Let X be a proper scheme of dimension
n over a field and let L1, . . . , Lr be line bundles on X (cf. Definition 2.11). Then
χ(X, k1L1 + · · ·+ krLr) is a polynomial of degree at most n in k1, . . . , kr.

The proof can be obtained by reducing first to the case where all Li are very
ample line bundles (cf. Definition 2.17), and then applying the strategy similar to
[Har77, Exercise III.5.2(a)].

Now we go one step further, and we define a relative version of cohomology, i.e.
cohomology attached to a morphism f : X → Y . This cohomology is sometimes
called cohomology of the fibres, but we will not touch upon this here.

A good thing to keep in mind is that the cohomology groups defined above are
global objects, i.e. they tell us something about the behaviour of global sections of a
variety under a derived functor. Cohomology in this lecture is local (over the base,
i.e. over the target of a morphism), and it allows us to consider how various (global)
cohomology groups behave locally.
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So consider a morphism f : X → Y between two varieties, and let F be an
OX-module. Let

0→ F i0→ I0
δ0→ I1

δ1→ . . .

be an injective resolution of F ; as before, set δ−1 = 0. Then it is easy to see that
when we pushforward this sequence to Y , we get a complex of OY -modules:

0→ f∗F → f∗I0 → f∗I1 → . . .

Denote (f∗δm)U = δm,f−1(U) for every m and for every open subset U of Y . Then
the sheaves

Rmf∗(F) = ker(f∗δm)/ im(f∗δm−1)

do not depend on an injective resolution (up to isomorphism). They are the higher
direct image sheaves of F . Note that

R0f∗(F) = f∗F

by definition. Also, if Y is a point, then

f∗F = H0(X,F).

Further, observe that if I is an injective module, then Rqf∗(I) = 0 for all q > 0.
Whenever we have a morphism θ : F → G of OX-modules, there are natural

morphisms Rqf∗(θ) : Rqf∗(F) → Rqf∗(G) for all q ≥ 0. The higher direct image
sheaves and these natural maps define covariant functors from the category of OX-
modules to the category of OY -modules.

Similarly as before, from the general theory of derived functors it follows that if
we have a short exact sequence

0→ F → G → H → 0

of OX-modules, then there is the associated long exact sequence of higher direct
image sheaves

0→ R0f∗(F)→ R0f∗(G)→ R0f∗(H)

d0→ R1f∗(F)→ R1f∗(G)→ R1f∗(H)

d1→ · · ·
dq−1→ Rqf∗(F)→ Rqf∗(G)→ Rqf∗(H)

dq→ · · ·
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where di are naturally defined connecting morphisms and other non-labeled maps
are just natural maps as above.

It is worth noting (and remembering!) that if F is a quasi-coherent sheaf on
X, then every Rqf∗(F) is a quasi-coherent sheaf on Y , which follows from Theorem
1.41 below. The analogous statement for coherent sheaves holds if f is a finite (cf.
Definition 3.7) or projective morphism (cf. Definition 2.20).

We would like to relate cohomology groups and higher direct images of sheaves.
Any relation between the two is very useful in algebraic geometry, as cohomology
groups measure global properties of varieties, whereas higher direct images of sheaves
measure local properties. The connection is summarised in the following result.

Theorem 1.41. Let f : X → Y be a morphism and let F be an OX-module. Then:

(1) for each q ≥ 0, the sheaf Rqf∗(F) is the sheafification of the collection of
groups Hq(f−1(U),F|f−1(U)) for all open subsets U of Y ,

(2) if Y is affine and F is quasi-coherent, then Rqf∗(F) ' Hq(X,F)∼.

1.4 Complexes of sheaves

Here I collect some facts about complexes of sheaves which we need in this course.
Let X be a variety and let (F•, d) be a complex of OX-modules, i.e. each F i is

an OX-module and we have maps di : F i → F i+1, called differentials of F•, such
that di+1 ◦di = 0 for all i; usually we omit the subscripts and write this relation just
as d2 = 0. The cohomology of the complex F• is

Hi(F) = ker di/ im di−1.

A map of complexes σ : F• → G• is a collection of morphisms σi : F i → Gi which
are compatible with the differentials of F• and G•. Any such map σ induces a map
of cohomology sheaves

Hi(σ) : Hi(F•)→ Hi(G•),
and σ is a quasi-isomorphism if Hi(σ) is an isomorphism for all i.

In this course we only consider complexes F• which are bounded from below and
from above, i.e. F i = 0 for i sufficiently negative and sufficiently positive.

Definition 1.42. A map σ : F• → I• is an injective resolution of F• if I• is a com-
plex of OX-modules bounded from below, σ is a quasi-isomorphism, and the sheaves
I i are injective for all i. It is well-known that every complex of OX-modules which is
bounded from below admits an injective resolution. Then the i-th hypercohomology
group is

Hi(X,F•) =
ker(Γ(X, I i)→ Γ(X, I i+1))

im(Γ(X, I i−1)→ Γ(X, I i))
.
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This does not depend on the injective resolution, and it is easy to see that this
generalises the definition of the cohomology of a sheaf F , by taking a complex F•
such that F0 = F and F i = 0 if i 6= 0.

In particular, if σ : F• → G• is a quasi-isomorphism, then by taking an injective
resolution of G• which is also an injective resolution of F•, the map σ induces an
isomorphism of the hypercohomology groups

Hi(X,F•) ' Hi(X,G•) for all i.

Example 1.43. Let F• and G• be two complexes of locally free sheaves bounded
from below, and denote by d both differentials of F• and of G•. Assume that dFa−1

and dGb−1 are locally free for all a and b. Then the tensor product F•⊗G• is defined
as

(F• ⊗ G•)i =
⊕
a

Fa ⊗ Gi−a,

with the differential sending fa ⊗ gi−a ∈ Fa ⊗ Gi−a to

dfa ⊗ gi−a + (−1)afa ⊗ dgi−a ∈ Fa+1 ⊗ Gi−a ⊕Fa ⊗ Gi+1−a.

It is clear that F• ⊗ G• is a complex of locally free sheaves bounded from below.
Then it is easy to see that locally, one has complexes of free sheaves F ′• and G ′•
such that

Fa = dFa−1 ⊕Ha(F•)⊕F ′a, Gb = dGb−1 ⊕Hb(G•)⊕ G ′a,

where d : F ′a → dFa and d : G ′b → dGb are isomorphisms. From here it is easy to
deduce the Künneth formula:

Hi(F• ⊗ G•) =
⊕
a

Ha(F•)⊗Hi−a(G•) for all i.

In particular, suppose we have a quasi-isomorphism σ : A• → B• of two complexes of
locally free sheaves. Then for every a ≥ 1, the induced map σ⊗a : (A•)⊗a → (B•)⊗a
is a quasi-isomorphism.

Example 1.44. Let U = {Ui}i∈I be an open covering of a variety X, and let (F•, d)
be a complex of OX-modules bounded from below. Denote Ui0...ia = Ui0 ∩ · · · ∩ Uia ,
and let j : Ui0...ia → X be the inclusion. Then we have the associated Čech complex
Č• defined as

Či =
⊕
a≥0

Ča(U ,F i−a), where Ča(U ,F i−a) =
∏

i0<i1<···<ia

j∗F i−a|Ui0...ia .
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This direct sum has finitely many summands. For s ∈ Ča(U ,F i−a) we set

δ(s)i0...ia+1 =
a+1∑
`=0

(−1)`si0...̂ı`...ia+1|Ui0...ia+1
,

and define the differential ∆ of Č• by

∆(s) = (−1)iδ(s) + d(s).

Then the natural map σ : F• → Č• defined by

F i j−→
∏
i∈I

j∗F i|Ui = Č0(U ,F i)

is a quasi-isomorphism.

1.4.1 Spectral sequences

Fix a ring R. Let C•,• be a double complex of R-modules, i.e. a collection of
R-modules with rightward morphisms dp,q→ : Cp,q → Cp+1,q and upward morphisms
dp,q↑ : Cp,q → Cp,q+1, and such that the following holds: (a) d2

→ = 0, (b) d2
↑ = 0, and (c)

d→d↑ + d↑d→ = 0. The corresponding total complex C• is defined as Ci =
⊕

a Ca,i−a
and with the differential d = d→ + d↑.

The spectral sequence with rightward orientation is a sequence of pages (indexed
by integers r ≥ 0) of R-modules →E

p,q
r (indexed by (p, q) ∈ Z2) where →E

p,q
0 = Cp,q,

with differentials

→d
p,q
r : →E

p,q
r → →E

p−r+1,q+r
r

which satisfy →d
p,q
r ◦→ dp+r−1,q−r

r = 0, and such that

→E
p,q
r+1 ' ker→d

p,q
r / im→d

p+r−1,q−r
r .

In particular, →E
p,q
r+1 is a sub-quotient of →E

p,q
r .

Now, if C•,• is a first quadrant double complex, i.e. if Cp,q = 0 for p < 0 or q < 0,
then for any fixed (p, q), there exists r0 � 0 such that

→E
p,q
r ' →Ep,q

r0
for all r ≥ r0,

and we denote this R-module by →E
p,q
∞ .

Then for every k ≥ 0 there exists a filtration

→E
0,k
∞ = F0 ⊆ F1 ⊆ · · · ⊆ Fk−1 ⊆ Fk = Hk(C•) (1.4)
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such that →E
i,k−i
∞ ' Fi/Fi−1 for i = 1, . . . , k. Then for any r ≥ 0, we say that the

page →E
•,•
r converges or abuts to H•(C•), and we write

→E
p,q
r =⇒ Hp+q(C•).

Often we omit the direction of the differential and instead write

Ep,q
r =⇒

q
Hp+q(C•)

in order to stress that the differentials for r = 0 fix the second coordinate. If for
some r we have Ep,q

r ' Ep,q
∞ for all p and q, we say that the spectral sequence above

degenerates at the page Er.
One also has the spectral sequence with upward orientation, i.e. a sequence of

pages of R-modules ↑E
p,q
r with differentials

↑d
p,q
r : ↑E

p,q
r → ↑E

p+r,q−r+1
r ,

in which case we write

Ep,q
r =⇒

p
Hp+q(C•).

In general there are no isomorphisms between groups →E
p,q
∞ and ↑E

p,q
∞ .

Now, if C•,• is a double complex of vector spaces over a field K, then from (1.4)
we have an isomorphism of vector spaces

Hk(C•) '
⊕
i

Ei,k−i
∞ . (1.5)

Since dimK E
p,q
∞ ≤ dimK E

p,q
r for all p, q and r, then the spectral sequence degener-

ates at Er if and only if

dimK Hk(C•) =
∑
i

dimK E
i,k−i
r for all k. (1.6)

1.4.2 Hodge-to-de Rham spectral sequence

Let X be a variety. Let C• be a complex of OX-modules which is bounded below
(for instance, assume that Cp = 0 for p < 0), and let C• → I• be an injective
resolution. Then there exists a simultaneous injective resolution I• → J •,•: it can
be built inductively from the lower left corner of the resolution upwards, or one
can even construct a more precise version of the resolution called Cartan-Eilenberg
resolution, see [Vak13, 23.3.7]. Thus, for each p, Ip → J p,• is an injective resolution
of Ip. Let J • be the corresponding total complex of the double complex J •,•.
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Consider the spectral sequence with the upward orientation associated to J •,•.
Then Ep,q

1 (J •,•) = 0 for each q > 0, and Ep,0
1 (J •,•) = Ip. Hence Hp(J •) '

Ep,0
2 (J •,•) = Hp(I•), and therefore the complexes I• and J • are quasi-isomorphic.

Now apply the functor Γ(X, ·) to I• and to J •,•. The Hodge-to-de Rham spec-
tral sequence is the spectral sequence with the upward orientation associated to
Γ(X,J •,•). It converges to H•(Γ(X,J •)) ' H•(Γ(X, I•)) ' H•(X, C•), and the
E1-page gives the spectral sequence

Epq
1 = Hq(X, Cp) =⇒

p
Hp+q(X, C•).

1.4.3 Leray spectral sequence

Theorem 1.45. Let f : X → Y be a morphism between two varieties. Then for any
OX-module F there exists a spectral sequence

Ep,q
2 = Hq(Y,Rpf∗F) =⇒

q
Hp+q(X,F).

The proof is similar to, but more involved than that of the Hodge-to-de Rham
spectral sequence. Choose an injective resolution F → I•, and consider a Cartan-
Eilenberg resolution f∗I• → J •,•. Let J • be the corresponding total complex of
the double complex J •,•. Then we calculate the cohomology of Γ(X,J •) using two
spectral sequences associated to Γ(Y,J •,•).

Considering the upward orientation, we obtain Ep,q
1 (Γ(Y,J •,•)) = 0 for each

q > 0, and Ep,0
1 (Γ(Y,J •,•)) = Γ(Y, f∗Ip) = Γ(X, Ip). Hence

Hp(Γ(Y,J •)) ' Ep,0
2 (Γ(Y,J •,•)) = Hp(Γ(X, I•)) = Hp(X,F).

On the other hand, by using carefully the construction of the Cartan-Eilenberg
resolution, we obtain that the E2-page of the rightward spectral sequence is Ep,q

2 =
Hq(Y,Rpf∗F); the details are in [Vak13, 23.3.8, 23.4].
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Chapter 2

Normal varieties

2.1 Weil divisors

One of the main aims of algebraic geometry is to study behaviour of subvarieties of
algebraic varieties, and in particular two extreme cases are very important:

(1) the case of curves, that is subvarieties of dimension 1,

(2) the case of prime divisors, that is subvarieties of codimension 1.

We concentrate on the study of divisors in this course. More generally, a Weil
divisor on a variety X is any formal Z-linear combination of prime divisors on X.

On curves, divisors are just points. Recall that we have a rational function on a
curve, this is (locally) just a polynomial, and it can have only finitely many zeroes
along this curve, i.e. it can vanish only at finitely many points of this curve.

One of the features we would like to have on a variety is that any rational function
vanishes along only finitely many prime divisors, in analogy with curves. We will
pinpoint the exact class of varieties where this is the case. We will later also see
why this class is important when we study line bundles.

First of all, recall that if X is a projective variety, the value of a rational function
f ∈ k(X) at a point x ∈ X was the image of f in the local ring OX,x. We say that
a rational function vanishes along a subvariety Y if it vanishes at its every point,
that is if the germ of f belongs to the maximal ideal mx of OX,x for every x ∈ Y .

If a subvariety Y has a generic point, that is a point y ∈ Y such that {y} = Y ,
then this condition is equivalent to saying that f vanishes at y.

Lemma 2.1. Let X be a variety. Then X has a unique generic point.

Proof. Let U be any affine open subset of X. Then U = SpecA for some ring A,
and by definition the zero ideal x ∈ SpecA is the generic point of U . Since X is
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irreducible, X is the only closed subset of X which contains U , so x is the generic
point of X.

Now assume that X has two generic points x1 and x2. As X is irreducible, there
is an affine open subset of X which contains both x1 and x2. But then x1 = x2 since
they are both the zero ideal in the corresponding ring.

Next we want to make sense of the notion of multiplicity of f ∈ k(X) at a point
x ∈ X. For this, note first that multiplicities should add up, i.e. if f ∈ k(X) has
order m and g ∈ k(X) has order n at x, where m,n ∈ Z, then the multiplicity
of fg should be m + n. Therefore, if f and g have the same order, then f/g is a
rational function whose zeroes (or poles) at x cancel, i.e. f/g should not vanish at
x. In other words, the image of f/g in the local ring OX,x should be a unit. This
naturally brings us to the following definition.

Definition 2.2. A Noetherian local ring A is a regular local ring of dimension 1 if
its maximal ideal is principal, i.e. generated by one element.

It can be shown that if X is a classical variety, and if Y is a prime divisor in X
with the generic point y, then OX,y is a regular local ring. Therefore, every germ
g ∈ OX,y can be written as g = utn, where u is a unit in OX,y, t is a generator of
the maximal ideal my ⊆ OX,y, and n ∈ N. This n we call the multiplicity of g at
x. Therefore, since the function field k(X) is the field of fractions of OX,x, for every
rational function f ∈ k(X) we have the well-defined multiplicity multY f ∈ Z.

Note that every regular local ring of dimension 1 is automatically a discrete
valuation ring: the multiplicity function gives the valuation on it. One can prove
the converse of this result, and also that in that case, that this is equivalent to the
ring being integrally closed (in its field of fractions).

Therefore in order to get a proper definition of multiplicity along a divisor, we
only need to require that the corresponding local rings are integrally closed. For our
purposes, we require a bit more.

Definition 2.3. A variety X is normal if OX,x is a normal ring for every point
x ∈ X, i.e. if it is integrally closed in k(X).

Since we know that Γ(U,OX) =
⋂
x∈U OX,x, from here we get straight away

that every Γ(U,OX) is a normal ring. Conversely, if A is a normal ring, then the
localisation Ap is normal for every prime ideal p ⊆ A.

Next we show that a rational function cannot vanish along infinitely many prime
divisors.

Lemma 2.4. Let X be a normal variety and let f be a nonzero rational function.
Then there are only finitely many prime divisors Y ⊆ X such that multY f = 0.
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Proof. Let U = SpecA be an affine open subset of X where f is defined, and
hence, we can view f as an element of A. Since X\U is a closed subset, and X
is Noetherian, only finitely many divisors can avoid U (exercise!). Therefore, it is
enough to show that there are finitely many divisors Y such that Y ∩ U 6= ∅ and
multY f 6= 0. Assume multY f > 0 (≥ 0 holds as f is regular on U). Therefore, Y
is contained in the zero-set of f . But then again there finitely many such Y since
X is Noetherian.

Thus it makes sense to talk about the principal divisor associated to a rational
function f ∈ k(X): it is defined as

div f =
∑

Y
(multY f)Y,

where the sum runs over all prime divisors Y in X. According to Lemma 2.4, this
is a finite integral sum, so this is a well-defined Weil divisor on X.

If D1 and D2 are two divisors on X, we say that they are linearly equivalent, and
write D1 ∼ D2, if there is a rational function f ∈ k(X) such that

D1 −D2 = div f.

This is obviously an equivalence relation.
If D1 =

∑
d1
iDi and D2 =

∑
d2
iDi are two divisors, we say that D1 ≥ D2 if

d1
i ≥ d2

i for every i.

Definition 2.5. For a divisor D on a normal variety X, the set

|D| = {D′ | D′ ∼ D,D′ ≥ 0}

is a complete linear system associated to D.

We will devote much time in this course to studying linear systems.

2.2 Smoothness

Normal varieties satisfy many good properties. Recall that on an integral scheme
X we have Γ(U,OX) =

⋂
x∈U OX,x for every open subset U ⊂ X. However, on a

normal variety we have something better.

Theorem 2.6. Let X be a normal variety. Then

Γ(U,OX) =
⋂

x∈U, {x} is a divisor

OX,x.
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The proof is based on a following deep algebraic result, which I state without
proof: if A is a normal ring, then

A =
⋂

height of p⊆A is 1

Ap.

An immediate consequence is the following algebro-geometric version of Hartogs
principle.

Corollary 2.7. Let X be a normal variety, and let F be a closed subset of X such
that codimX F ≥ 2. Then

Γ(X\F,OX) = Γ(X,OX).

Note that a priori the LHS is larger than the RHS. Therefore, what this result
says is that every regular function on some open set whose complement is small
(that is, of codimension at least 2) can be extended as a regular function to the
whole X. This is a crucial result which distinguishes normal varieties from other
varieties. We will see later in the course how we can use this result when we study
birational maps.

Even though the notion of normality might seem too strong, or possibly unnat-
ural (if you are still not convinced by previous results), normal varieties include the
class of varieties we all like - smooth varieties.

There are several equivalent definitions of smoothness.

Definition 2.8. A noetherian local ring R is a regular local ring if the dimension of
the R/m-vector space m/m2 is exactly dimR, the Krull dimension of R. (We know
by a result from Commutative Algebra that ≥ always holds.)

If X is a variety and x is a point in X, we say that X is smooth (or nonsingular
or regular) at x if OX,x is a regular local ring.

It can be shown that when dimR = 1, then this definition is equivalent to the
definition of regular local ring given before.

As we mentioned before, for rings of dimension 1, being a regular local ring is
the same thing as being normal. Therefore, every point of a normal variety X of
codimension 1 is automatically regular/smooth.

Also, it is trivial that the generic point of X is also regular. The set Sing(X) of
singular (or nonregular) points on X forms a closed subset (this is proved below in
Theorem 2.39), and we have just seen that its codimension is at least 2.

Therefore, to give a regular function on X, by Corollary 2.7 it is enough to define
it on the set of regular points of X.

Now we show that the notion of regularity coincides with the usual notion of
smoothness. So let X be a subvariety of An of dimension d, with the corresponding
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ideal I = (f1, . . . , fk). Let P = (p1, . . . , pn) be a point in X with the maximal ideal
m = (X1 − p1, . . . , Xn − pn). We have a well-defined map (check!)

ϕ : Tx = m/m2 → Cn

given by

ϕ(f mod m2) =
( ∂f

∂X1

(P ), . . . ,
∂f

∂Xn

(P )
)

for f ∈ m. It is easy to check that this is an isomorphism.
Let J = (∂fi/∂Xj(P ))ij be the Jacobian of I at P . Then it is again straight-

forward that rk J = dimϕ(I mod m2). Also, one easily checks that if mP is the
maximal ideal in OX,P = (A/I)m, then mP/m

2
P ' m/(I + m2). So by counting

dimensions we get

dimC m/m
2 + rk J = n.

On one hand, since the Krull dimension of OX,P is d, this ring is regular if and only
if dimC m/m

2 = r. On the other hand, the classical definition (for example, from
complex manifolds) of smoothness of X at P is that rk J = n − d. Therefore, the
two notions of smoothness are equivalent.

In particular, note that the classical definition of smoothness, which depends on
an embedding X ⊆ An, is by this result intrinsic, i.e. it only depends on X and not
on the ambient space An. This was proved by Zariski in 1947.

Finally, let us note the following deep result:

Theorem 2.9. Every regular local ring is a UFD.

Since every UFD is integrally closed, UFD sits somewhere between being normal
and being regular. This justifies the following definition.

Definition 2.10. A variety is locally factorial if all of its local rings are UFDs.

2.3 Line bundles and Cartier divisors

In order to define line bundles, in analogy with topology, we want to say that a line
bundle is locally isomorphic to the structure sheaf.

Definition 2.11. Let X be a variety. An OX-module F is a locally free sheaf of rank
r ≥ 1 if there is an open covering {Ui} of X such that F|Ui is a free OX |Ui-module
of rank r for every Ui. We also call F a vector bundle of rank r.

Locally free sheaves of rank 1 are also called line bundles on X.

31



Lemma 2.12. Let X be a variety, let L and M be line bundles on X, and denote
L−1 = HomOX (L,OX). Then L⊗M and L−1 are also line bundles, and L⊗L−1 '
OX .

Therefore line bundles, modulo isomorphisms, form an abelian group, called
the Picard group of X, and denoted by Pic(X). The identity in this group is the
isomorphism class of OX . This is why line bundles are also called invertible sheaves.

Example 2.13. On Pn, let Ui, i = 0, . . . , n, be the standard affine chart. Then
we can define a line bundle OPn(1) as follows: OPn(1)|Ui ' OUi · Xi. This is well
defined as Xi/Xj is a regular function on Ui ∩ Uj. Now one can easily show that
Γ(Pn,OPn(1)) is isomorphic to the set of all homogeneous polynomials of degree 1.
This sheaf is called the twisting sheaf (of Serre). Similarly we can define sheaves
OPn(m) for every m ≥ 1.

Next we want to make a bijective correspondence between line bundles and a
certain subclass of Weil divisors.

Let X be a normal variety and L a line bundle on X. Denote by K a sheaf
such that K(U) = k(X) for every nonempty open subset U of X, with identity
restriction maps. Note that on every open subset V on which L|V ' OV , we have
L|V ⊗ K|V ' K|V , a constant sheaf on V . Since X is irreducible, this implies that
globally L⊗K ' K, so the natural map L → L⊗K makes L into a subsheaf of K.

Now let Ui be (finitely many) open subsets of X where L trivialises, and let fi
be the local generator of L|Ui , where by above we can assume that fi is a rational
function on X. Define the associated Weil divisor as follows: for each prime divisor
Y on X such that Y ∩ Ui 6= ∅, let

νY = multY f
−1
i .

This does not depend on the choice of fi: assume fj is another rational function on
an open subset Uj. Then fi/fj is a rational function which is regular along Ui ∩ Uj
(since fi|Ui∩Uj and fj|Ui∩Uj generate L|Ui∩Uj as a OUi∩Uj -module), and therefore
multY (fi/fj) = 0, i.e. multY f

−1
i = multY f

−1
j .

Hence the sum
D =

∑
νY Y

is well-defined and finite, and hence this is a Weil divisor on X. Note that, by
construction, the restriction of the divisor D to each open subset Ui is a principal
divisor: it is just the divisor associated to the rational function f−1

i . This justifies
the following definition.

Definition 2.14. A Weil divisor is called locally principal, or Cartier, if there is an
open covering {Ui} of X such that D|Ui is a principal divisor on Ui.
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Now we can invert the story. Assume that we start from a Cartier divisor D on
X. Then we have open sets Ui which cover X and rational functions fi on Ui (and
thus on X) which represent D|Ui . Then we can define a line bundle, denoted by
OX(D), as follows: let OX(D)|Ui be the submodule of K|Ui which is generated by
1/fi. This is well-defined, since fi/fj is invertible in OUi∩Uj by the definition of the
multiplicity function

Therefore we have:

Theorem 2.15. Let X be a normal variety. Then there is a bijective correspondence
between Cartier divisors and line bundles on X, given by

D 7−→ OX(D).

Now it is easy to show that:

(1) OX(div f) ' OX for every rational function f ∈ k(X),

(2) OX(D1) ' OX(D2) for every two Cartier divisors D1 ∼ D2,

(3) OX(−D) ' OX(D)−1 for every Cartier divisor D,

(4) OX(D1 +D2) ' OX(D1)⊗OX(D2) for every two Cartier divisors D1 and D2.

Therefore, there is a bijection between the Picard group Pic(X) and the set of all
Cartier divisors modulo linear equivalence.

One might wonder if the set of Cartier divisors is too small compared to Weil
divisors, since the way we defined them might look artificial. However, one can show
that on a locally factorial variety, Weil and Cartier divisors coincide. Since smooth
varieties are locally factorial, we see that on them, Cartier divisors are just the usual
divisors.

2.3.1 Linear systems

Recall that we defined what a linear system is before. Now I give substance to that
definition.

Let L be a line bundle, and assume there is a nonzero section f ∈ Γ(X,L). Let
D be a Cartier divisor corresponding to L. For every open subset U of X where L
trivialises, let fU ∈ OX(U) be the image of f |U under the isomorphism L|U ' OU .
Since this isomorphism is determined up to an invertible element of OU , this gives
a well-defined Cartier divisor D0 by the construction above, and note that D0 ≥ 0
since fU is regular on U for every such U .

We say D0 is the divisor of zeroes of f . By the definition of OX(D), if OX(D)
is locally generated on U by 1/gU , D0 is locally defined by fUgU . Therefore D0 =
D + div f , so D ∼ D0.
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Conversely, if D′ ≥ 0 is a divisor linearly equivalent to D, and if D′ = D+div f ′,
then the same method shows that f ′ is a global section of OX(D).

Finally, if f and f ′ define the same divisor, then div f = div f ′, and hence
div(f/f ′) = 0. This means f/f ′ is regular everywhere, thus a global regular function
on X. If X is projective, then Γ(X,OX) = C, so f = λf ′ for λ ∈ C\{0}.

This all proves the following: if X is projective, a linear system |D| is in bijection
with the set (Γ(X,OX(D))\{0})/C∗. Since for any locally free sheaf F , Γ(X,F) is a
finite-dimensional C-vector space (this is a hard result), this makes a linear system
into a projective space.

Definition 2.16. A line bundle L is globally generated if there exist sections s0, . . . , sk ∈
Γ(X,L) whose germs generate Lx for every point x ∈ X.

If D is a divisor such thatOX(D) is globally generated, we say that D is basepoint
free.

The meaning of this is that sections of Γ(X,OX(D)) do not have common zeroes,
which follows from the definition. Equivalently (exercise!),⋂

D′∈|D|

SuppD′ = ∅,

where SuppD′ denotes the set-theoretic union of the prime divisors in D′.
Now, if we are given such a globally generated line bundle L, and such generating

sections s0, . . . , sk ∈ Γ(X,L), we can associate to it a map ϕ : X → Pk as follows.
Consider the sets Xi = {x ∈ X | si(x) 6= 0}. Let ϕi : Xi → Ui be the map given
by ϕ(x) = si(x)−1(s0(x), . . . , sk(x)), where Ui are the standard charts of Pk. One
can easily check that these are well-defined morphisms, and the definition of a line
bundle shows that they glue to give a global morphism to Pk.

Now from the construction it is easy to see that si = ϕ∗|D|Xi, for each i. Therefore,

since Xi generate Γ(X,OPk(1)), we have

L ' OX(D) ' ϕ∗|D|OPk(1).

Conversely, it is easy to see that any morphism f : X → Pk is associated to the
globally generated line bundle f ∗OPk(1).

Note that if we have a hyperplane H = (X0 = 0) ⊆ Pn, then OPn(1) ' OPn(H),
and sections X0, . . . , Xn generate (every stalk of)OPn(1). Therefore, the map ϕOPn (1)

associated to these sections is an embedding (even isomorphism) of Pn into Pn. Thus
line bundles which realise a variety as a subvariety of some projective space play a
special role in geometry. This motivates the following important definition.

Definition 2.17. Let X be a variety, let L be a globally generated line bundle on
X, and fix sections s0, . . . , sk ∈ Γ(X,L) which generate L. If the corresponding
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map ϕL : X → Pk is a closed embedding, then we say that the line bundle L is very
ample.

IfM is a line bundle such thatM⊗m is very ample for some m > 0, then we say
that M is an ample line bundle.

We will see later that ample line bundles behave much better than very ample line
bundles, in the sense that there are many practical characterisations of ampleness
(cohomological, numerical) and very few of very ampleness.

I record here for later use the following important fact: that in a basepoint
free linear system there are many smooth sections. The following Bertini’s theorem
makes this more precise.

Theorem 2.18. Let X be a projective variety of dimension ≥ 2 and let D be a
basepoint free divisor on X. Then a general element of the linear system |D| is a
smooth subvariety.

The statement means the following: the linear system |D| is naturally a projec-
tive space – the projectivisation of the vector space H0(X,OX(D)). Then we say
an element D′ ∈ |D| is general if there exists an open subset U ⊆ P(H0(X,OX(D)))
such that D′ correspond to a point in U .

2.3.2 Morphisms with connected fibres

I next define a special class of morphisms, which behave much better than a random
morphism in many situations. We start with the following easy result, known as the
projection formula (the proof is an easy exercise).

Lemma 2.19. Let f : X → Y be a morphism between two varieties, let F be an
OX-module and let L be a locally free sheaf of finite rank on Y . Then

f∗F ⊗OY L ' f∗(F ⊗OX f ∗L).

Note that if we put F = OX in the previous lemma, we get

f∗OX ⊗OY L ' f∗f
∗L.

Often we want f∗ and f ∗ to be “dual” to each other, i.e. to have a relation L ' f∗f
∗L,

which happens, for instance, when

f∗OX = OY . (2.1)

We will state a necessary and a sufficient condition for when this happens.
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Definition 2.20. A morphism f : X → Y between varieties is projective if there is
a commutative diagram

X i //

f
))

PnY = PnZ × Y
π
��
Y

where i is a closed immersion, and π is the projection on the second coordinate.
When Y = SpecC, this is the same as saying that X is projective.

Now we have the following necessary and sufficient condition for (2.1).

Theorem 2.21. Let f : X → Y be a projective surjective morphism between normal
varieties. Then the field k(Y ) is algebraically closed in k(X) iff f∗OX = OY .

The proof is a consequence of the Stein factorisation which is our Theorem 3.31
below, see [Laz04, Example 2.1.12].

The following condition is much more difficult, and it is called Zariski’s Main
Theorem, or Zariski’s Connectedness Theorem.

Theorem 2.22. Let f : X → Y be a projective morphism between normal varieties.
If f∗OX = OY , then for every point y ∈ Y , the set f−1(y) is connected. The converse
holds if f is surjective.

Because of this result, we often say that a morphism f : X → Y has connected
fibres when we actually mean that f∗OX = OY . This class of maps is not small, and
it includes projective birational morphisms (to be defined in Subsection 2.3.4).

Now, when we have a projective surjective morphism f : X → Y , it is easy to
see that dimX ≥ dimY . It is then very useful to investigate properties of divisors
on X which are contracted, i.e. which do not map to divisors.

Definition 2.23. In this context, a divisor E ≥ 0 on X is called exceptional if
codimY f(E) ≥ 2.

The following result shows that exceptional divisors essentially do not introduce
new sections.

Lemma 2.24. Let f : X → Y be a morphism with connected fibres between normal
varieties. Let E ≥ 0 be an exceptional Cartier divisor on X. Then f∗OX(E) = OY .

Proof. First, from OX ⊆ OX(E) (exercise!) we have OY = f∗OX ⊆ f∗OX(E).
For the reverse inclusion, note that for any open subset U of Y , we have

f∗OX(E)|U\f(E) = f∗(OX(E)|f−1(U\f(E))) = f∗OX |U\f(E) = OY |U\f(E),
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and thus

Γ(U, f∗OX(E)) ⊆ Γ(U\f(E), f∗OX(E)) = Γ(U\f(E),OY ) = Γ(U,OY ).

This gives f∗OX(E) ⊆ OY , and the proof is complete.

Note that we have used in this proof the full force of normality property, and
the fact that the morphism has connected fibres.

An immediate consequence (of this lemma and of the projection formula) is the
following pullback theorem which is very important in birational geometry.

Theorem 2.25. Let f : X → Y be a morphism with connected fibres between normal
varieties. Let E ≥ 0 be an exceptional Cartier divisor on X, and let L be a locally
free sheaf of finite rank on Y . Then

Γ(X, f ∗L ⊗OX(E)) = Γ(Y,L).

2.3.3 Rational maps

Next we turn to rational maps, which are a generalisation of rational functions. In
the same way that that rational functions were not defined on the whole variety, so
the domains of rational maps are only open subsets of varieties.

Definition 2.26. Let X and Y be varieties. A rational map f between X and Y ,
denoted by f : X 99K Y , is an equivalence class of pairs (U,ϕ), where U is an open
subset of X, and ϕ : U → Y is a morphism, and two pairs (U,ϕ) and (V, ψ) are
equivalent iff ϕ|U∩V = ψ|U∩V .

The domain of f , denoted dom(f), is the union of all open sets U , where (U,ϕ)
belongs to the equivalence class of f .

The image of f , denoted im(f), is the closure of the image of dom(f) under f .
We say that f is dominating if im(f) = Y .

Note that two rational maps f : X 99K Y and g : Y 99K Z can be composed to a
rational map g ◦ f if dom(g) ∩ im(f) 6= ∅.

The following result shows that rational maps behave well, i.e. that they glue in
the same way as rational functions.

Lemma 2.27. Let X and Y be varieties, and let f, g : X → Y be two morphisms.
If there is an open subset U in X such that f |U = g|U , then f = g.

If h : X 99K Y is a rational map, then there exists a morphism ϕ : dom(h)→ Y
such that h is represented by (dom(h), ϕ).
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Proof. Consider the set

K = {x ∈ X | f(x) = g(x)} ⊆ X,

and the morphism
F = (f, g) : X → Y × Y.

Note that K = F−1∆, where ∆ is the diagonal in Y × Y . Now ∆ is closed Y × Y
(recall the definition of separatedness), so K is closed in X. But since it contains
and open (and therefore dense) subset U of X, we have K = X.

The second claim follows from the first one, and is an exercise.

As in the case of morphisms, the most important examples of rational maps come
from linear systems. First we make some preparation.

Definition 2.28. Let D ≥ 0 be a divisor on a normal variety X. The set

Bs |D| =
⋂

D′∈|D|

SuppD′

is the base locus of |D|, where recall that SuppD′ is the support of D′, i.e. the
set-theoretic union of all prime divisors in D′.

The fixed part of the linear system |D| is defined as

Fix |D| =
∑
Y

min
D′∈|D|

{multY D
′} · Y,

where the sum runs over all prime divisors Y on X. In other words, it is the biggest
divisor smaller than every element of the linear system |D|. Then for every D′ ∈ |D|,
we denote Mob(D′) = D′ − Fix |D|, and we call this divisor the mobile part of D′.

Therefore, by definition Bs |D| = ∅ iff D is basepoint free.
Note that then Mob(D′) ≥ 0, and if C ≥ 0 is a divisor linearly equivalent to

Mob(D′), then C + Fix |D| ∼ D′. In other words,

|D| = |Mob(D)|+ Fix |D|,

the sum of the complete linear system |Mob(D)| and the fixed divisor Fix(D).
I make several remarks. First, the support of Fix |D| is contained in Bs |D|;

moreover, it is exactly the divisorial part of the base locus. Second, Bs |Mob(D)|
does not contain divisors, i.e. its codimension in X is at least 2.

Example 2.29. Let X be a normal projective variety and let |D| be a complete
linear system on X. We can choose a basis f0, . . . , fk of Γ(X,OX(D)), and let
D0, . . . , Dk ∈ |D| be the corresponding divisors of zeroes of these sections. Then,

38



for every i, X\ SuppDi is the set where fi does not vanish, and we can define the
map from this set to Pk by x 7→ fi(x)−1(f0(x), . . . , fk(x)). These maps glue to give
a morphism from

⋃k
i=0 X\ SuppDi = X\Bs |D| to Pk.

In other words, every linear system |D| yields a rational map

ϕ|D| : X 99K Pk,

defined off the closed set Bs |D|.

Now this suggests that the domain of ϕ|D| is equal to X\Bs |D|. However,
observe that if f is a local generator of Fix |D| (on an open subset which is contained
in the smooth locus of X), then (locally) f divides each of the sections fi, i.e. locally
fi/f are sections of Γ(X,OX(Mob(D))). Since fi/fj = (fi/f)/(fj/f), we see that
the above construction for the linear system |Mob(D)| yields the same map, i.e.
ϕ|D| = ϕ|Mob(D)|, and hence this map is defined off the set Bs |Mob(D)|, which has
codimension ≥ 2.

We might wonder whether we can continue to “cut down” the set where a rational
map is not defined. However, the following result tells us that we have to stop when
we remove divisorial components.

Lemma 2.30. Let X be a normal projective variety and let |D| be a complete linear
system on X such that codimX Bs |D| ≥ 2. Then dom(ϕ|D|) = X\Bs |D|.

In fact, the next result shows what happens in general.

Theorem 2.31. Let X be a normal variety, and let f : X 99K Pk be a rational map.
Then codimX(X\ dom(f)) ≥ 2.

Proof. Exercise! Use the fact that for every rational function ϕ and a prime divisor
Y on X, the multiplicity multY ϕ is well-defined.

2.3.4 Blowups and birational maps

An important class of rational maps is that of birational maps. We say that a
rational map f : X 99K Y is birational if there is a rational map g : Y 99K X such
that f ◦g = idY and g ◦f = idX . Equivalently, f is birational iff there are nonempty
open subsets U ⊆ X and V ⊆ Y such that f|U : U → V is an isomorphism.

Note that any rational map f : X 99K Y induces a homomorphism f ∗ : k(Y ) →
k(X) by f ∗(ϕ) = ϕ ◦ f . Now it is trivial to show that if f is birational, then the
induced map f ∗ is an isomorphism. In other words, varieties which are birational
have isomorphic fields of rational functions. The converse also holds.

Now we will describe projective birational morphisms, i.e. projective morphisms
f : X → Y which are birational maps. Note that the inverse rational map f−1 need
not be a morphism.
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We will see that there is a universal construction which describes every such
map. First we need to make a special construction of the relative projective functor
Proj, which generalises the standard Proj-construction.

To start with, let X be a variety, and let S be a sheaf of graded OX-algebras.
In other words,

S =
⊕
d≥0

Sd,

where for every open set U ⊆ X, S(U) =
⊕

d≥0 Sd(U) is a graded ring. We assume
that S0 = OX , Sd are coherent OX-modules, and S is locally generated by S1 as an
OX-algebra.

For every affine open subset U = SpecA of X, we have the scheme ProjS(U),
and the natural map ProjS(U) → U coming from the fact that S(U) is a finitely
generated A-algebra. It is straightforward to see that these schemes and maps glue,
so we obtain the scheme ProjS with a morphism

π : ProjS → X.

On every ProjS(U), we have the Serre twisting sheaf OProjS(U)(1) =
⊕̃
d≥1

Sd(U), and

these sheaves also glue to give a sheaf OProjS(1), also called the twisting sheaf. It
can easily be shown that this sheaf is a line bundle.

A special case of this construction is when S1 is the ideal sheaf I of a closed
subscheme Y of X – it is obtained by gluing local ideals along affine varieties in the
usual way. Then we have the sheaf of graded algebras

SI =
⊕
d≥0

Id,

where by definition I0 = OX . The corresponding scheme

XI = ProjSI

is called the blowup of X along Y , or the blowup of X with respect to I. Recall that
it comes with the structure map π : XI → X.

Then we have the following structure theorem.

Theorem 2.32. Let X be a variety, let I be the ideal sheaf of a closed subscheme
Y of X, and let π : XI → X be the blowup of X along Y . Then:

(1) XI is a variety;

(2) if X is quasi-projective, respectively projective, then so is XI;
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(3) π is a projective, surjective, birational morphism;

(4) if U = X\Y , then π|π−1(U) : π−1(U)→ U is an isomorphism;

(5) the sheaf Ĩ = π−1I · OXI is a line bundle on XI, and it is equal to OXI(1);

(6) the support of the closed subscheme corresponding to Ĩ is equal to XI\π−1(U).

Note that above, Ĩ is (by definition) the ideal generated by the image of the
ideal sheaf π−1I under the natural map π−1OX → OXI .
Exercise 2.33. Show that for every Cartier divisor D ≥ 0 on a variety X, if I is its
ideal sheaf, then I = OX(−D). And conversely, for every line bundle I which is a
sheaf of ideals in OX , there is a Cartier divisor D ≥ 0 such that I = OX(−D).

Then the above theorem can be interpreted as follows. Denote by E ≥ 0 the
Cartier divisor on XI such that Ĩ = OXI(−E). Then SuppE = XI\π−1(U), and E
is exceptional with respect to the map π.

The following theorem says that every projective birational morphism is a blowup.

Theorem 2.34. Let f : Y → X be a projective birational morphism, where X and
Y are varieties, and X is quasi-projective over C. Then there exists a coherent sheaf
of ideals I on X such that there is an isomorphism ψ : Y → XI, and f = π ◦ ψ,
where π : XI → X is the structure morphism of the blowup.

Y
ψ

'
//

f
''

XI

π
��
X

2.4 The canonical sheaf

We finally introduce one of the most important objects on a variety – its canonical
sheaf. On a smooth variety, the canonical bundle is a special line bundle, which is
very natural from the point of view of the geometry of the variety.

As its name says, it is canonical : its definition is intrinsic, and it is naturally
defined on every (smooth or normal) variety. Indeed, it is in general quite difficult to
come up with an interesting line bundle on a random smooth variety, and canonical
bundles represent one obvious, but crucial way to come up with such examples.

Recall that on the affine variety An, for every point P and the corresponding
maximal ideal m we have the isomorphism

ϕ : m/m2 → Cn
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given by

ϕ(f mod m2) =
( ∂f

∂X1

(P ), . . . ,
∂f

∂Xn

(P )
)

for f ∈ m. This indicates that the C-module m/m2 locally behaves like differentials
around the point P . We will see that this holds in a more general setting of Kähler
differentials.

Similarly as in the case of manifolds, on every algebraic variety we can define
derivation, since derivations of polynomials can be given purely formally.

Definition 2.35. Let A be a ring, let B be an A-algebra, and let M be a B-module.
An A-derivation of B into M is a map d : B →M such that:

(1) d(b1 + b2) = d(b1) + d(b2) for all b1, b2 ∈ B,

(2) d(b1b2) = b1d(b2) + b2d(b1) for all b1, b2 ∈ B,

(3) d(a) = 0 for all a ∈ A.

Here, condition (3) should be understood as the standard condition that derivatives
of constants are zero.

The we define the module of relative differentials ΩB/A (or module of regular
differential forms) as the free B-module generated by the symbols db for all b ∈ B,
divided out by the relations:

(1) d(b1 + b2)− d(b1)− d(b2) for all b1, b2 ∈ B,

(2) d(b1b2)− b1d(b2)− b2d(b1) for all b1, b2 ∈ B,

(3) d(a) for all a ∈ A.

Then we have the obvious derivation d : B → ΩB/A. This module satisfies the
universal property: any A-derivation of B into some module factors through d.

Example 2.36. We define a derivation which will be a template for all other deriva-
tions. Let B be an A-algebra, f : B ⊗A B → B be the homomorphism defined by
f(b1⊗b2) = b1b2, and let I be the kernel of f . Then I/I2 is a B-module, where B acts
by multiplication on the left. Then one can easily check that the map d : B → I/I2

given by
b 7→ 1⊗ b− b⊗ 1 mod I2

turns I/I2 into the module of relative differentials, thus ΩB/A ' I/I2. Compare this
to the example on An above.

This derivation is called the canonical derivation.
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Moreover, one can prove the following.

Lemma 2.37. Let B be a local ring with the maximal ideal m containing a field
k ' B/m. Then m/m2 ' ΩB/k ⊗B k.

Now we want to define the sheaf of regular forms on any variety. We follow the
standard recipe: assume first that X = SpecA is an affine variety over C. Then
we have defined the A-module ΩA/C of regular forms on A, and we define the sheaf

of regular forms on X as ΩX = Ω̃A/C (recall the definition of modules of sheaves
associated to modules from Subsection 1.2.3).

Furthermore, if S is any multiplicative set in B, then it is easy to show that
S−1ΩB/C ' ΩS−1B/C. In particular, if p is an ideal in A, this says that the local ring
ΩX,p is isomorphic to the localisation of ΩA/C at the point p.

Then in general, we cover a variety X by open affines, and the construction glues
to give a global sheaf of regular differentials ΩX .

There is also another way to give this construction “globally”. Recall that in the
example above we had a diagonal map f : B ⊗C B → B given by f(b1 ⊗ b2) = b1b2.
One can easily check that this corresponds to the inclusion f̃ : X = SpecB →
Spec(B ⊗C B) = X ×X which maps X onto the diagonal ∆ ⊆ X ×X (exercise!).
Under this inclusion, I = ker f is precisely the ideal sheaf of ∆.

In general, if X is any variety, we can consider the diagonal inclusion π : X →
X ×X, i.e. the one where π maps X isomorphically to the diagonal ∆ in X ×X.
Let I be the ideal sheaf of ∆ in X×X, i.e. we have OX×X/I ' OX . Then we define
the sheaf of regular differentials

ΩX = π∗(I/I2).

Note that this is, by definition, isomorphic to the restriction of the module I/I2 to
the diagonal ∆. It is easy to see that this definition is equivalent to the one given
above.

Now we will relate this sheaf to the question of whether a variety is smooth at a
point. For this, we first need a lemma.

Lemma 2.38. Let B be a local ring with the maximal ideal m containing a field
k ' B/m, which is a perfect field. Assume further that B is a localisation of a
finitely generated k-algebra. Then B is a regular local ring iff ΩB/k is a free B-
module of rank = dimB.

Note that the rank of ΩB/k is in general at least dimB.
We can finally prove the following result which was stated in Section 2.2 without

proof.

Theorem 2.39. If X is a variety, then the set Reg(X) of smooth points is a non-
empty open subset of X.
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Proof. If X is a variety and x ∈ X is a closed point, Lemma 2.38 says that X is
smooth at x iff its local ring ΩX,x is a free OX,x-module of the minimal rank dimX.
To show that Reg(X) is open, it is enough to check this at closed points, since a
local ring at a non-closed point is a localisation of a local ring at a closed point, and
this preserves regularity.

Note that, by construction, ΩX is a coherent OX-module. Therefore, ΩX,x is a
finitely generated OX,x-module for every point x ∈ X. It is enough to show that the
function

δ(x) = dimk(x) ΩX,x ⊗OX,x k(x)

is upper semicontinuous: indeed, Reg(X) is exactly the set of all points y ∈ X such
that δ(y) = dimX.

For this, fix a point x ∈ X, and fix a minimal set of generators α1,x, . . . , αk,x of
ΩX,x as an OX,x-module. By the definition of sheaves, there is an affine open subset
U of X such that these germs “lift” to sections α1, . . . , αk ∈ ΩX(U). Consider the
coherent sheaf

M = ΩU

/ k∑
i=1

OU · αi,

and observe that Mx = 0. Since M is coherent and U is affine, there is a finitely
generated OX(U)-module M such that M = M̃ . For every section m ∈M(U), the
set {u ∈ U | mu 6= 0 in Mu = Mu} is equal to V (Ann(m)), where Ann(m) ⊆ OX(U)
is the annihilator of m (exercise!). Therefore, we have

{u ∈ U | Mu 6= 0} = V (Ann(M))

since M is coherent.
In other words, the set of points y ∈ U where ΩU,y =

∑k
i=1OU,y · αi,y is an open

subset of U (and thus of X), so by shrinking U , we may assume that

ΩU =
k∑
i=1

OU · αi.

In particular, for every point y ∈ U , we have

δ(y) ≤ k = δ(x),

which proves what we wanted.

Example 2.40. Let X = An
Y be an affine variety over a variety Y . Then it is easy

to check that ΩX/Y ' O⊕nX , and if X1, . . . , Xn are coordinates of An
Y over Y , then

ΩX/Y is generated by dX1, . . . , dXn.
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More generally, if X = SpecA is any affine variety of dimension n, and if p ∈ X
is a nonsingular point, then there exist an open neighbourhood U of x and sections
z1, . . . , zn ∈ OX(U) such that ΩU =

∑n
i=1OU · dzi ' O

⊕n
U . Indeed, we have A '

C[X1, . . . , XN ]/p, where p is an ideal in C[X1, . . . , XN ], and set xi = Xi mod p
for every i. Without loss of generality, one may assume that xi(p) = 0 for all
i. By definition, after possibly relabelling Xi, there exist f1, . . . , fN−n ∈ p such
that the determinant J = det[∂fi/∂Xj]1≤i,j≤N−n does not vanish at p. Setting
j = J mod p and ∂jfi = ∂fi/∂Xj mod p, we have p ∈ X \ V ((j)) = SpecAj and∑N

j=1(∂jfi)dxj = 0 for all 1 ≤ i ≤ N − n. Therefore, j = det[∂jfi]1≤i,j≤N−n. Then

there exist βij ∈ Aj with dxi =
∑N

j=N−n+1 βijdxj for 1 ≤ i ≤ N − n, and hence

ΩAj
=
∑N

j=N−n+1 Ajdxj ' Anj .

This all implies the following.

Theorem 2.41. Let X be a variety. Then X is smooth iff ΩX is a locally free sheaf
of rank dimX.

Now, as in differential geometry, on any variety we can consider q-forms, given
by wedging (locally) regular differentials.

Definition 2.42. Let X be a scheme and let F be a sheaf of OX-modules on
X. Then for every q ≥ 0, the q-th exterior power

∧q F is the sheaf obtained by
sheafifying the collection of groups

∧q F(U) for all open subsets U of X.

Exercise 2.43. (1) If F is a locally free sheaf of rank n on X, then
∧q F is a locally

free sheaf of rank
(
n
q

)
.

(2) Assume there is an exact sequence of locally free sheaves

0→ F1 → F2 → F3 → 0

of ranks n1, n2, n3 respectively. Then
∧n2 F2 '

∧n1 F1 ⊗
∧n3 F3.

If X is a nonsingular variety of dimension n, we saw that ΩX is a locally free
sheaf of rank n. Therefore, for every q ≥ 0, the exterior powers

∧q ΩX are again
locally free modules of ranks

(
n
q

)
, and we call them sheafs of regular q-forms, and

denote them by Ωq
X . Locally, these sheaves are generated by forms of the form

dxi1 ∧ · · · ∧ dxiq , where i1 < i2 < · · · < iq.
In particular, for q = n, we have

Definition 2.44. The locally free sheaf ωX = Ωn
X is called the canonical bundle of

X.
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This line bundle is locally generated by n-forms dx1 ∧ · · · ∧ dxn. The global
sections Γ(X,Ωq

X) are the regular q-forms on X.

We know that there is a correspondence between divisors on X and line bundles
on X. Therefore, if for a divisor KX we have

OX(KX) ' ωX ,

then we say that KX is a canonical divisor of X. Canonical divisors form a linear
equivalence class, which is called the canonical class.

Now, if X is normal but not smooth, then the sheaf ΩX is not locally free, so
in particular

∧n ΩX is not a line bundle. However, we can still define the canonical
class on X. There are several different ways to proceed, but possibly the most
natural approach is as follows.

We know that the set U = Xsmooth of smooth points on X is open, and that its
complement in X has codimension at least 2. Therefore, the sheaf of regular 1-forms
ΩU is a locally free sheaf of rank n = dimX, and thus ωU is a locally free sheaf on
U . Therefore, there is a canonical divisor KU on U .

Since X\U is of codimension ≥ 2, there is a unique Weil divisor KX on X such
that KX|U = KU . We call the set of all such divisors the canonical class on X. By
Hartogs principle, we can see that they form a linear equivalence class, since any
rational function on U extends uniquely to a rational function on X.

Example 2.45. Recall that we have ωAn ' OAn , and therefore KAn = 0.

Example 2.46. The situation on Pn is just a bit more complicated. Cover Pn by the
standard open chart Ui = (xi = 1) ' An. On Ui, we have coordinates xji = xj/xi,
and the transition function between coordinates of Ui and Uj is just xj/xi = 1/xij.
Then we calculate:

dxki = d(xkj/xij) =
dxkj
xij
− xkj
x2
ij

dxij

for k 6= i, j, and also

dxji = d(1/xij) = −dxij
x2
ij

.

By wedging, we get

dx0i ∧ · · · ∧ dxni =
1

xn+1
ij

dx0j ∧ · · · ∧ dxnj,

where on the LHS we don’t have xii, and on the RHS we don’t have xjj. In other
words, we have that on Ui, the sheaf ΩPn is isomorphic to the structure sheaf, and
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the transition functions are x
−(n+1)
ij . Recall that in the definition of the sheaf OPn(1),

the transition functions were precisely xij. Thus we obtain

ωPn ' OPn(−n− 1).

Moreover, if H = (x0 = 0), we have that KPn = (−n− 1)H is a canonical divisor.

2.4.1 Adjunction formula

Next we want to find a relation between the canonical sheaf on a smooth variety X
and the canonical sheaf on its smooth closed subvariety Y . If Y were open, then it
is obvious by the construction that ωX|Y = ωY , and we might think that the same
holds when Y is closed, like in the case of the structure sheaf. However, we will see
that we have to introduce an additional factor to make the formula work. We will
do this only in the case of divisors.

Recall that the restriction of a sheaf is just pulling it back by the inclusion
i : Y ↪→ X. Since we are in general interested in the behaviour of the canonical
sheaf under pullbacks, we first want to relate pullbacks in the sense of line bundles
to pullbacks in the sense of divisors.

Definition 2.47. Let f : X → Y be a morphism, where X is a normal variety
and Y is a locally factorial variety. Let D be a (Cartier) divisor on Y such that
D ∩ f(X) /∈ {∅, f(X)}. Then the pullback f ∗D is a Cartier divisor on X given by
the following data: if ϕ is the local generator of D on an open set U (recall that ϕ
is a rational function), then the divisor f ∗D is given by the local generator ϕ ◦ f on
the set f−1(U).

Note that then Supp f ∗D = f−1(SuppD) as sets. Further, if i : X ↪→ Y is an
inclusion, and D is a Cartier divisor on Y , then i∗D = D|X , the standard component-
wise restriction.

The basic result about pullbacks is the following.

Lemma 2.48. Let f : X → Y be a morphism, where X is a normal variety and Y is
a locally factorial variety. Let D1 and D2 be divisors on Y such that their pullbacks
on X can be defined, and assume that D1 −D2 = divϕ for some ϕ ∈ k(Y ). Then

f ∗D1 − f ∗D2 = div(f ∗ϕ),

where f ∗ϕ = ϕ ◦ f . In particular, f ∗ divϕ = div(f ∗ϕ).

Therefore, pullback of divisors preserves linear equivalence. Using this result
locally, one can show the basic relation between pullbacks of divisors and associated
line bundles.
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Lemma 2.49. Let f : X → Y be a morphism, where X is a normal variety and Y
is a locally factorial variety. Let D be a divisor on Y such that the pullback f ∗D on
X can be defined. Then

f ∗OY (D) = OX(f ∗D).

In particular, if f : X ↪→ Y is the inclusion, and D is a Cartier divisor on Y , then
OY (D)|X = OX(D|X).

In this course, we usually work with dominant maps, such as birational mor-
phisms and finite morphisms, so there are no technical difficulties to pull back di-
visors. In practice we usually do not distinguish between pullbacks of line bundles
and pullbacks of associated Cartier divisors.

Definition 2.50. Let X be a smooth variety of dimension n and let p be a point
on X. An affine open neighbourhood U of p in X is a coordinate neighbourhood
of p if there exist z1, . . . , zn ∈ OX(U) such that Ω1

X |U =
∑n

i=1OUdzi. Moreover,
(z1, . . . , zn) is a local coordinate system at p if zi(p) = 0 for all i. A local coordinate
system at p exists by Example 2.40.

On a smooth variety X, KX is a divisor associated to any rational n-form ω: if
locally ω = fdx1 ∧ · · · ∧ dxn, where (x1, . . . , xn) are local coordinate systems and f
are rational functions compatible on overlaps, then the functions f give a Cartier
divisor, and it is precisely KX .

We can now prove the following important adjunction formula.

Theorem 2.51. Let X be a smooth variety and let D be a smooth divisor on X.
Then

(KX +D)|D = KD. (2.2)

Note that I use loosely the equality here, since canonical divisors are determined
only up to linear equivalence; this should really be understood as a statement about
the corresponding line bundles, and be interpreted as a statement about pullbacks.

Proof. Let n = dimX and let i : D ↪→ X be the inclusion map. Let {Uλ} be an
open covering with local coordinate systems (xλ1 , . . . , x

λ
n), and we can assume, after

reparametrising (changing coordinates by invertible Jacobians) that the equation of
D on Uλ is xλn, if D ∩ Uλ 6= ∅. Denote dxλ = dxλ1 ∧ · · · ∧ dxλn for each λ.

Let ω be any rational (n − 1)-form for which the pullback i∗ω is defined and
not zero – for instance, take ω = dxν1 ∧ · · · ∧ dxνn−1 for some ν. Then locally on
Uλ, ω = fλdx

λ
1 ∧ · · · ∧ dxλn−1 + ψλ ∧ dxλn for some rational (n − 2)-form ψλ and for

fλ ∈ k(X), and
ω|D∩Uλ = f ′λ(dx

λ
1 ∧ · · · ∧ dxλn−1)|D∩Uλ

(prime here denotes restriction to D∩Uλ). Therefore, KD is locally on D∩Uλ given
as div(f ′λ) and we have OD∩Uλ(KD) = 1

f ′λ
OD∩Uλ .
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On the other hand, let ϕλµ = xλn/x
µ
n be the transition functions of OX(D).

Consider the n-form ω ∧ dxλn = fλdx
λ, and let θλµ be the transition function of

OX(KX) on Uλ ∩ Uµ; in other words, θλµ = dxµ/dxλ. Then on Uλ ∩ Uµ:

fλdx
λ = ω ∧ dxλn = (fµdx

µ
1 ∧ · · · ∧ dx

µ
n−1 + ψµ ∧ dxµn) ∧ (ϕλµdx

µ
n + xµndϕλµ)

= ϕλµfµdx
µ + xµn(· · · ) = ϕλµfµθλµdx

λ + xµn(· · · )dxλ,

hence
(fλ/fµ)|D∩Uλ∩Uµ = (ϕλµθλµ)|D∩Uλ∩Uµ .

Thus the transition functions of the two sheaves in (2.2) agree, which shows the
result.

Theorem 2.52. Let f : X → Y be a dominating morphism between smooth varieties
such that dimX = dimY = n. Then we have the following ramification formula:

KX = f ∗KY +Rf ,

where Rf ≥ 0 is the ramification divisor of f .

We omit the proof, but it is worthy to say that Rf should be understood as a
Jacobian map which transforms local coordinate systems on Y to local coordinate
systems on X.

Moreover, if f is a projective birational morphism, then the domain of the ra-
tional map f−1 is precisely Y \f(Rf ). If codimY f(Rf ) ≥ 2, then the divisor Rf is
exceptional, and then by the pullback formula we have

Γ(X,KX) = Γ(X, f ∗KY +Rf ) ' Γ(Y,KY ).

This is just a manifestation of the following fact: if two smooth varieties X and Y
are birational, then Γ(X,KX) = Γ(Y,KY ). The “easiest” way to prove this is to
invoke a hard theorem of Hironaka on resolution of singularities, but there are much
more elementary ways, which we omit.

We will now calculate the ramification formula in a special, but very important
case of a blowup. First we need a more precise statement about the blowup in a
particular case.

Theorem 2.53. Let X be a smooth variety, let I be the ideal sheaf of a smooth
closed subvariety Y of X, and let π : XI → X be the blowup of X along Y . Let E
be the corresponding (exceptional) divisor on XI. Then:

(1) XI is also smooth;

(2) OXI(E)|E ' OE(−1).
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Let f : X̃ → X be the blowup of X at a smooth subvariety Y of codimension
r ≥ 2, and let E be the exceptional divisor of the blowup. Then it is easy to see
(see it! – use the fact that f has connected fibres and the projection formula) that
there is the equality

Pic(X̃) = f ∗ Pic(X)⊕ ZE.

Here we do not distinguish between divisors and line bundles, and use the additive
notation.

In particular, ωX̃ = f ∗L ⊗ OX̃(mE) for some L ∈ Pic(X) and some m ∈ Z.

When we restrict to the set X̃\E ' X\Y , we have

L|X\Y ' ωX̃\E ' ωX\Y ,

and since r ≥ 2, we get L ' ωX by Hartogs principle.
Next, we tensor both sides by OX̃(E) ⊗ OE, and we get by adjunction formula

and by the previous theorem

ωE = f ∗ωX ⊗OE(−m− 1).

Now when we restrict to any fibre Z ' Pr−1 over a closed point z ∈ Y , it is easy to
see that

ωZ = OZ(−m− 1).

But we know that ωPr−1 = OPr−1(−r), so m = r − 1. Finally, the ramification
formula in this case is

KX̃ = f ∗KX + (r − 1)E.

2.5 Serre duality and Riemann-Roch

We saw that the cohomology on affine varieties is easy, and it does not give much in-
formation about its geometry; however, we saw that vanishing of higher cohomology
distinguishes affine varieties from other varieties.

On projective varieties, the situation is much more complicated, and in particular
the vanishing holds only in some cases, but these cases usually turn to be extremely
important. When the vanishing of some sort holds, we will see that it almost always
implies some remarkable consequences on the geometry of the variety at hand (or
the sheaf on it). Results of that type are called vanishing theorems, and the most
notable ones are the Kodaira vanishing and the Kawamata-Viehweg vanishing, which
we will meet later in the course.

The following theorem is usually proved by using Čech cohomology (which is
equivalent to the one in Chapter 1), but the proof is lengthy and we omit it.

Theorem 2.54. Let A be a Noetherian ring, and let X = PrA. Then:
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(1) H i(X,OX(n)) = 0 for all n ∈ Z and all i = 1, . . . , r − 1,

(2) Hr(X,OX(−r − 1)) ' A,

(3) for each n ∈ Z, there is a perfect pairing of finitely generated free A-modules

H0(X,OX(n))×Hr(X,OX(−n− r − 1))→ Hr(X,OX(−r − 1)).

In particular, recall that for A = C we have ωPr ' O(−r−1), hence this theorem
says that Hr(Pr, ωPr) ' C, and that for each n ∈ Z, we have an isomorphism

H0(Pr,OPr(n)) ' Hr(Pr,OPr(−n)⊗ ωPr).

This is just a manifestation (or a special case) of the following important duality
theorem due to Serre, which further amplifies the importance of the canonical bundle
on varieties.

Theorem 2.55. Let X be a smooth projective variety of dimension n and let F be
a locally free sheaf on X. Then for every 0 ≤ i ≤ n there is an isomorphism

H i(X,F) ' Hn−i(X,ωX ⊗F−1).

In particular, since Ωn−p
X ' (Ωp

X)∨⊗ωX , where (Ωp
X)∨ = HomOX (Ωp

X ,OX) is the
dual of Ωp

X (exercise!), we have the following corollary, which is prominent in Hodge
theory.

Corollary 2.56. Let X be a smooth projective variety of dimension n. Then for all
0 ≤ p, q ≤ n we have

Hq(X,Ωp
X) ' Hn−q(X,Ωn−p

X ).

Now, recall that, if f : X → Y is a morphism between two varieties, and F is an
OX-module, then

H0(X,F) ' H0(Y, f∗F)

by definition. We might wonder in which circumstances this continues to hold when
we consider higher cohomology groups, that is, when do we have

Hp(X,F) ' Hp(Y, f∗F)

for p > 0. The answer is given in the following important result, which gives another
connection between global and local cohomology, and it is often used to pass from
local to global questions.
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Theorem 2.57. Let f : X → Y be a morphism between two varieties, and let F be
an OX-module. Assume that

Rqf∗(F) = 0

for all q > 0. Then there are natural isomorphisms

Hp(X,F) ' Hp(Y, f∗F)

for every p ≥ 0.

This can be obtained as a consequence of the Leray spectral sequence (exercise!).
The projection formula for morphisms between two varieties gave a connection

between functors f∗ and f ∗ in certain cases. The following result is a natural gen-
eralisation of that result (exercise!).

Lemma 2.58. Let f : X → Y be a morphism between two varieties, let F be an
OX-module, and let L be a locally free OY -module of finite rank. Then for every
q ≥ 0 we have

Rqf∗(F ⊗ f ∗L) ' Rqf∗(F)⊗ L.

To prove this, you should cover Y by open affines where L trivialises, and prove
the result locally, which is enough.

Now we have enough tools to give the proof of the Riemann-Roch theorem on
curves. First a few preliminary comments. If X is a smooth projective curve, the
sheaf

Ω1
X = ωX

is a line bundle on X, with the corresponding canonical divisor KX . The number

g = dimCH
0(X,OX(KX))

is the genus of X. If D =
∑
piPi is a divisor on X, then degD =

∑
pi is its degree.

Theorem 2.59. Let X be a smooth projective curve, and let D be a divisor on X.
Then we have the following Riemann-Roch formula:

dimCH
0(X,OX(D)) = dimCH

0(X,OX(KX −D)) + degD − g + 1.

Proof. Let us first re-interpret the terms in this formula. By Serre duality we have

H0(X,OX(KX)) ' H1(X,OX)

and
H0(X,OX(KX −D)) ' H1(X,OX(D)).
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Next, since we are on a projective curve, we must have H0(X,OX) ' C. Therefore,
the formula re-reads as

χ(X,OX(D)) = degD + χ(X,OX).

This is what we will prove. The proof is by induction on the number of components
of D. If D = 0, then the formula is trivially true.

Now assume that the formula holds for some D, and let P be any point on X.

Claim 2.60. For every m ∈ Z we have χ(X,OX(D +mP )) = χ(X,OX(D)) +m.

This claim immediately implies the theorem.
To prove the claim, note that it is trivial for m = 0. Also observe that, by

symmetry, it is enough to prove it when m < 0. Further, by induction on m, it is
enough to show it for m = −1, i.e. we will show that

χ(X,OX(D − P )) = χ(X,OX(D))− 1. (2.3)

Let I be the ideal sheaf of P in X, and recall that I = OX(−P ). Also since
χ(P,OP ) = h0(P,OP ) = 1, another way to write (2.3) is

χ(X, I ⊗ OX(D)) = χ(X,OX(D))− χ(P,OP ).

This suggests that a more general result is true. The following lemma generalises
(2.3) (by putting Z = P and L = OX(D), and noting that OX(D)|P ' OP ). The
result is interesting on its own right, and it demonstrates some of the standard
techniques which we use when we work with exact sequences and cohomology.

Lemma 2.61. Let X be a variety and let Z be a closed subvariety of X defined by a
quasi-coherent ideal sheaf I. Let L be a locally free OX-module of finite rank. Then

χ(X, I ⊗ L) = χ(X,L)− χ(Z,L|Z).

To prove the lemma, let i : Z ↪→ X be the inclusion. We have the exact sequence

0→ I → OX → i∗OZ → 0.

Tensoring by L, we obtain

0→ I ⊗ L → L → i∗OZ ⊗ L → 0

(this sequence is again exact since L is a locally free sheaf). Since we know that the
Euler characteristic is additive on exact sequences, we get

χ(X, I ⊗ L) + χ(X, i∗OZ ⊗ L) = χ(X,L).
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Thus, we have to show that

χ(X, i∗OZ ⊗ L) = χ(Z,L|Z).

By the projection formula we have i∗i
∗L = i∗OZ ⊗ L, and we have χ(Z,L|Z) =

χ(Z, i∗L) by definition. So we should prove

χ(X, i∗i
∗L) = χ(Z, i∗L).

By Theorem 2.57 it thus suffices to show that Rqi∗(i
∗L) = 0 for all q > 0. It is

enough to show this locally over X, so we can replace X by an open affine subset
U , and replace Z by Z ∩ U . But then

Rqi∗(i
∗L) ' Hq(Z ∩ U,L)∼,

and since Z ∩ U is affine, we have that this last sheaf is zero by Theorem 1.36.
This completes the proof of the lemma, of the claim, and of the Riemann-Roch
formula.

A morphism f : X → Y between varieties is affine if the inverse image of any
open affine subvariety of Y is an open affine subvariety of X. Then we note for
the future reference the following result which we showed at the end of the proof of
Theorem 2.59, and which we often use in conjunction with Theorem 2.57.

Lemma 2.62. Let f : X → Y be an affine morphism between varieties. Then for
any quasi-coherent sheaf F on X and any q > 0 we have

Rqf∗(F) = 0.
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Chapter 3

Positivity

In this chapter we explore various concepts of positivity in algebraic geometry. The
basic notion of positivity is ampleness, for reasons which should be apparent from
what follows below. We have already introduced ampleness before, but now we will
see several criteria for ampleness, cohomological and numerical.

3.1 Cohomological characterisation of ampleness

As before, for any variety Y we can define the sheaf OPnY (1) by gluing. Another way
to put this, if

π : PnY = PnZ × Y → PnZ
is the projection, then OPnY (1) = π∗OPnZ (1). If X = ProjS for a graded ring S =⊕

d∈N Sd, then we define OX(d) =
⊕̃
d≥n

Sd. It’s an easy exercise to see that all these

definitions are compatible, and that all these are very ample sheaves.
A bit of notation. If we are on a projective variety X with the sheaf OX(1), and

if F is an OX-module, then F(n) denotes the sheaf F ⊗OX(n).
The following result due to Serre is not too difficult, especially part (1), which

is left as an (advanced) exercise in sheaf theory. Part (2) requires a bit more calcu-
lation, in particular of the cohomology of twisting sheaves on PnA given in Theorem
2.54.

Theorem 3.1. Let X be a projective variety and let F be a coherent OX-module.
Then:

(1) there is a positive integer n0 such that the sheaves F(n) are globally generated
for all n ≥ n0,

(2) there is a positive integer m0 such that H i(X,F(n)) = 0 for all n ≥ m0 and
all i > 0.

55



This has an important generalisation.

Theorem 3.2 (Cartan-Serre-Grothendieck). Let X be a complete variety and let L
be a line bundle on X. Then the following are equivalent:

(1) L is ample,

(2) for any coherent sheaf F on X, there is a positive integer n0 such that for all
n ≥ n0 and all i > 0 we have

H i(X,F ⊗ L⊗n) = 0,

(3) for any coherent sheaf F on X, there is a positive integer m0 such that for all
m ≥ m0, the sheaf F ⊗ L⊗m is generated by global sections,

(4) there is a positive integer p0 such that for all p ≥ p0, the line bundle L⊗p is
very ample.

The importance of this result lies in part (2): this gives a cohomological char-
acterisation of ampleness; in particular this shows how ampleness depends on the
geometry of a variety.

Proof. We note that (4) ⇒ (1) is immediate. Here I only sketch the proofs of
(1)⇒ (2) and (2)⇒ (3), and omit the proof of the implication (3)⇒ (4).

We first show (1) ⇒ (2). If L is ample, there is a positive integer k such that
L⊗k is very ample, and thus defines an embedding i into some projective space PN .
By considering pushforwards by i of sheaves onto PN (since pushforward does not
change cohomology thanks to Lemma 2.62 and Theorem 2.57), we can assume that
X = PN . In particular, L⊗k = OPN (1).

Let F` = F ⊗ L⊗` for ` = 0, 1, . . . , k − 1. By Serre’s theorem above, there
is a large integer n0 such that H i(PN ,F`(n)) = 0 for all i > 0 and n ≥ n0, and
` = 0, 1, . . . , k − 1 (since there are finitely many `’s, we can choose one n0 to work
for all the sheaves F`). But then H i(PN ,F ⊗L⊗n) = 0 for all i > 0 and all n ≥ kn0.

For (2)⇒ (3), fix a closed point x ∈ X, let mx be the associated ideal sheaf, and
consider the exact sequence

0→ mxF → F → F/mxF = F ⊗ C(x)→ 0,

where C(x) is the skyscraper sheaf at x. After tensoring the sequence by L⊗n and
taking the long exact cohomology sequence, we get

0→ H0(X,mxF ⊗ L⊗n)→ H0(X,F ⊗ L⊗n)→ H0(X,F ⊗ L⊗n ⊗ C(x))

→ H1(X,mxF ⊗ L⊗n)→ . . .
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By assumption, there is a positive integer n0 such that this last group vanishes as
soon as n ≥ n0, and therefore the map

H0(X,F ⊗ L⊗n)→ H0(X,F/mxF ⊗ L⊗n)

is surjective. In particular, the global sections of F ⊗ L⊗n generate the stalk of
this sheaf at x. By using Nakayama’s lemma, one can show that this implies that
H0(X,F ⊗L⊗n) generates the sheaf F ⊗L⊗n in an open neighbourhood of x (exer-
cise!).

Caution: this neighbourhood depends on n. A way to overcome this is as follows.
Applying the above argument for F = OX , we get a positive integer n1 such that
L⊗n1 is globally generated in an open neighbourhood V of x. Then back to the
original F , there are neighbourhoods Ui for i = 0, 1, . . . , n1−1 such that the sheaves
F ⊗ L⊗(n0+i) are globally generated on them. Since any n ≥ n0 can be written as
(n0 + i) + `n1 for some such i and some ` ≥ 0, we get that all sheaves F ⊗ L⊗n are
globally generated in the neighbourhood V ∩ U0 ∩ U1 ∩ . . . Un1−1 of x.

Finally, since X is a Noetherian set, there is a finite open cover {Wj} of X and
positive integers kj such that the sheaves F ⊗L⊗k are globally generated on Wj for
k ≥ kj, respectively. Now the sheaf F⊗L⊗n is globally generated for n ≥ maxj{kj}.
This finishes the proof.

The next criterion gives a geometric interpretation of ampleness in terms of
separation of points and tangent vectors – the idea is that closed embeddings behave
like immersions in differential geometry.

Theorem 3.3. Let X be a projective variety and let L be a globally generated line
bundle on X. Then L is very ample iff the following two conditions are satisfied.

(1) (separation of points) For any two distinct closed points P and Q in X, there
is a section s ∈ H0(X,L) such that s(P ) = 0 and s(Q) 6= 0.

(2) (separation of tangent vectors) For every closed point P , the set {s ∈ H0(X,L) |
sP ∈ mPLP} spans the C-vector space mPLP/m2

PLP .

Proof. We just prove necessity, sufficiency can be proved with some more effort using
Nakayama’s lemma.

If L is very ample, then its sections define a closed embedding i : X → PN , so
we can assume that L is the pullback of OPN (1) under i, and thus L = OX(1)
by definition. Then Γ(X,OX(1)) is spanned by the pullbacks of generators Xi of
Γ(PN ,OPN (1)). Given two closed points P 6= Q on X, there are (many) hyperplanes
(
∑
αiXi = 0) passing through i(P ) and not through i(Q). Now the pullbacks of

the equations of those hyperplanes by i give desired sections of Γ(X,OX(1)), i.e.
s =

∑
αii
∗Xi. This proves (1).
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To show (2), by changing coordinates we can assume that P = (1, 0, . . . , 0).
Then P belongs to the open chart U0 = SpecC[Y1, . . . , YN ] (where Yi = Xi/X0),
and here L|U0 ' OU0 . Further, notice that

mPLP/m2
PLP ' mP/m

2
P ,

and this is obviously spanned by the germs of Y1, . . . , YN . We are done.

We use this result to study ample and basepoint free divisors on curves. We will
see that there is a simple criterion on any curve for a divisor to be ample.

Lemma 3.4. Let X be a smooth projective curve and let D be a divisor on X. Then:

(1) D is basepoint free iff for every point P ∈ X we have

h0(X,OX(D − P )) = h0(X,OX(D))− 1,

(2) D is very ample iff for every two (not necessarily distinct) points P and Q in
X we have

h0(X,OX(D − P −Q)) = h0(X,OX(D))− 2.

Proof. First we prove (1). Fix a point P ∈ X, consider the exact sequence

0→ OX(−P )→ OX → OP → 0,

and note that OP ' OX,P/mP ' C. Tensoring this sequence by OX(D) and taking
global sections, we obtain

0→ H0(X,OX(D − P ))→ H0(X,OX(D))→ C,

so
0 ≤ h0(X,OX(D))− h0(X,OX(D − P )) ≤ 1.

But if this difference is 0, then this is equivalent to saying that P is in the base locus
of |D| (exercise!).

Now we show (2). First of all, if D is very ample, then D is basepoint free by
definition. Also, if the condition from (2) holds, then D is basepoint free by (1).
So we can assume that D is basepoint free. Then the sections of OX(D) define a
morphism ϕ : X → PN , and we will use the criterion from Theorem 3.3.

The separation of points tells precisely that for two points P 6= Q, Q /∈ Bs |D−P |,
and this is equivalent to the equality in the statement.

Now we consider the case P = Q. We have dimCmP/m
2
P = 1 since the curve

X is smooth. The separation of tangent vectors then means that there is a section
s ∈ H0(X,OX(D)) whose germ belongs to mP and not to m2

P ; this means precisely
that there is a divisor F ∈ |D| such that multP F = 1. But this is equivalent to
saying that P /∈ Bs |D−P |, and thus h0(X,OX(D))−h0(X,OX(D− 2P )) = 2. We
are done.
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Corollary 3.5. Let X be a smooth projective curve of genus g and let D be a divisor
on X. Then:

(1) if degD ≥ 2g, then D is basepoint free,

(2) if degD ≥ 2g + 1, then D is very ample.

In particular, D is ample iff degD > 0.

Proof. We have degKX = 2g − 2 by the Riemann-Roch theorem. Hence under the
assumptions of both (1) and (2) we have

deg(KX −D) = degKX − degD < 0,

and so h0(X,OX(KX −D)) = 0 since the degree is an invariant of a linear system.
Similarly

h0(X,OX(KX − (D − P ))) = 0

under the assumptions of (1), and

h0(X,OX(KX − (D − P −Q))) = 0

under the assumptions of (2), for any two points P,Q ∈ X. Therefore, Riemann-
Roch gives

h0(X,OX(D)) = degD − g + 1,

h0(X,OX(D − P )) = degD − g,
h0(X,OX(D − P −Q)) = degD − g − 1,

so we have (1) and (2) by the previous lemma.

3.2 Numerical characterisation of ampleness

In this section I introduce the intersection theory on projective varieties and we
relate it to positivity properties of ample divisors. This can be done in greater
generality, but we only consider a special case which is of interest to us.

Assume that we have a projective variety X of dimension n, and a collection
of Cartier divisors D1, . . . , Dm, where m ≥ n. Then we would like to define the
intersection product D1 · . . . ·Dm in such a way that some desired properties hold:
we want this to be a symmetric multilinear map, i.e. linear in each variable and does
not depend on the order of Di; further we would want that it does not depend on
the choice of Di in its linear equivalence class for each of i; we also want it to behave
similarly to set-theoretic intersection.

It turns out that there is essentially only one way to achieve these requirements.
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Definition 3.6. Let X be a projective variety of dimension n, and let D1, . . . , Dm

be Cartier divisors on X, where m ≥ n. Define

D1 · . . . ·Dm =
m∑
j=0

(−1)j
∑

i1<···<ij

χ(OX(−Di1 − . . .−Dij)).

Note that, by definition, the summand on the RHS for j = 0 is χ(OX).

Then, with some pain, one can show that this map is indeed symmetric and
multilinear. Further, it can be shown that if m > n above, then D1 · . . . ·Dm = 0,
as expected.

I mention some other properties that the intersection product satisfies. Let Y
be a Cartier divisor on X given by the coherent ideal sheaf I = OX(−Y ). Then we
have the exact sequence

0→ I → OX → OY → 0.

From this and from Definition 3.6, it is easy to check that for Cartier divisors
D1, . . . , Dn−1 we have

D1 · . . . ·Dn−1 · Y = D1|Y · . . . ·Dn−1|Y ,

as expected. In general, if V is a closed subvariety of X of dimension k < n, and if
D1, . . . , Dk are Cartier divisors on X, we can define the intersection product by

D1 · . . . ·Dk · V := D1|V · . . . ·Dk|V ;

here we interpret Di|V as OX(Di)|V . In particular, if X is a surface and C1 and C2

are two curves on X, then

C1 · C2 = deg(OX(C1)|C2),

where this is defined as the degree of the linear system defined by the line bundle
OX(C1)|C2 on C2.

If X is the projective space Pn and if H is a hyperplane in X, we want to show
that Hn = 1. Indeed, let G be any other hyperplane; then H ∼ G, so we can choose
G so that H|G is defined. Note that as varieties, H ' G ' Pn−1, so H|G defines a
hyperplane in G. Then by the formula above:

Hn = Hn−1 ·G = (H|G)n−1.

Therefore, by continuing this process, we get that Hn is equal to the degree of the
line bundle OP1(1), and this is just 1. We will use this result in the proof of the
asymptotic Riemann-Roch formula below.
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Definition 3.7. A morphism f : X → Y between varieties is finite if there is an
affine open covering {Ui = SpecAi} of Y such that each f−1(Ui) is affine, equal to
SpecBi for some finitely generated Ai-module Bi. It is generically finite if there is
an open set U ⊆ Y such that f |f−1(U) is finite.

If f : X → Y is a generically finite morphism, then the degree [k(X) : k(Y )] is
finite, and we say it is the degree of f . If f is a finite morphism, it is easy to check
that f is an affine morphism. One can show that then the preimage of every point
of Y is a finite set of points of X. Embeddings are examples of finite maps, as it is
easy to show, and birational morphisms are examples of generically finite maps.

One thing to remember is that if we have a generically finite projective surjective
morphism f : Z → X of degree k from a projective variety Z, then for m ≥ dimZ =
dimX,

f ∗D1 · . . . · f ∗Dm = k(D1 · . . . ·Dm).

This in particular holds when f is a birational morphism, where k = 1.

If f : X → Y is a proper morphism, if D is a Cartier divisor on Y and C is a
curve on X, then we have the following projection formula

f ∗D · C = D · f∗C, (3.1)

where f∗C = 0 if f(C) is a point, and f∗C = [k(C) : k(f(C))] · f(C) when f(C) is
a curve.

Now consider the situation where X is a projective variety and L is a line bundle
on X. Then it is pretty easy, but long, to prove that χ(L⊗m) is a polynomial in m,
of degree at most dimX. By the Riemann-Roch on curves, we know that

χ(OX(mD)) = χ(OX) + deg(mD),

so in particular the leading coefficient here is degD. For applications and in higher
dimensions, it is often important to have a better understanding of what the leading
coefficient of χ(O(mD)) is, and the answer is given in the following result, which is
known as asymptotic Riemann-Roch.

Theorem 3.8. Let X be a projective variety of dimension n and let D be a Cartier
divisor on X. Then

χ(OX(mD)) =
Dn

n!
mn +Q(m),

where Q is a complex polynomial of degree at most n− 1.
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Proof. Write χ(OX(mD)) = αX,Dm
n+Q(m) with degQ ≤ n−1. By definition and

multilinearity of the intersection product we have

(−1)nmnDn = (−mD)n =
n∑
i=0

(−1)i
(
n

i

)
χ(OX(miD))

=

(
n∑
i=0

(−1)i
(
n

i

)
in

)
αX,Dm

n +
n∑
i=0

(−1)i
(
n

i

)
Q(im),

hence

(−1)nDn =

(
n∑
i=0

(−1)i
(
n

i

)
in

)
αX,D.

Thus it suffices to show that

n∑
i=0

(−1)i
(
n

i

)
in = (−1)nn!. (3.2)

Now, we specialise to the case when X = Pn and D is a hyperplane, so thatOX(D) =
OPn(1). Note that H i(Pn,OPn(m)) = 0 for i > 0 when m is large by Serre’s theorem.
Therefore, for m� 0 we have

χ(OPn(m)) = h0(Pn,OPn(m)) =

(
n+m

n

)
=
mn

n!
+ . . . .

This gives by definition αPn,D = 1/n!, and since Dn = 1, we get (3.2), which
completes the proof.

Since, by Serre’s theorem, we know that higher cohomology vanishes when we
take a high enough power of an ample bundle, the Euler characteristic reduces just
to h0, so we have the following asymptotic statement.

Corollary 3.9. Let X be a projective variety of dimension n and let D be an ample
divisor on X. Then for m� 0 we have

h0(X,OX(mD)) =
Dn

n!
mn +Q(m),

where Q is a complex polynomial of degree at most n− 1.

This is a first hint that numerical and cohomological properties of ampleness are
related.

This is also a convenient place to record, for later purpose, the Riemann-Roch
for surfaces.
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Theorem 3.10. Let X be a smooth projective surface, and let D be a Cartier divisor
on X. Then

χ(OX(D)) = χ(OX) +
1

2
D · (D −KX).

Proof. From the definition of the intersection product and by the Serre duality we
have

−KX ·D = χ(OX)− χ(OX(−D))− χ(OX(−KX)) + χ(OX(−KX −D))

= χ(OX(D))− χ(OX(KX +D))

and

−D ·D = χ(OX)− χ(OX(−D))− χ(OX(D)) + χ(OX)

= 2χ(OX)− χ(OX(KX +D))− χ(OX(D)),

hence the desired formula easily follows.

Lemma 3.11. Let f : X → Y be a finite morphism of complete varieties. If L is
an ample line bundle on Y , then f ∗L is an ample line bundle on X.

In particular, if X is a subvariety of Y , and if L is an ample line bundle on Y ,
then L|X is an ample line bundle on X.

Proof. Let F be a coherent sheaf on X. Then Rjf∗(F) = 0 for j > 0 by Lemma
2.62, so the projection formula gives

Rjf∗(F ⊗ f ∗L⊗m) = Rjf∗(F)⊗ L⊗m = 0

for every m. Therefore, by Theorem 2.57 we have

Hj(X,F ⊗ f ∗L⊗m) = Hj(Y, f∗F ⊗ L⊗m)

for j ≥ 0, and these last groups vanish when j ≥ 1 and m � 0 since L is ample.
But then by Theorem 3.2, the divisor f ∗L is ample.

An easy consequence is the following characterisation of basepoint free ample
divisors.

Corollary 3.12. Let X be a complete variety and let D be a basepoint free Cartier
divisor on X. Then D is ample iff D · C > 0 for every irreducible curve C in X.

Proof. Let ϕ : X → PN be the morphism associated to OX(D). There are two cases.
If ϕ is not finite, then there is curve C on X which is contracted to a point.

Therefore the bundle OX(D)|C ' (ϕ∗OPN (1))|C is trivial, and so D · C = 0. In
particular, the bundle OX(D)|C is not ample by Corollary 3.5, but then D is not
ample by the previous lemma.

If ϕ is finite, then D is ample by the previous lemma since OX(D) = ϕ∗OPN (1),
and so is OX(D)|C also by the lemma. But then D · C = deg(OX(D)|C) > 0 by
Corollary 3.5.
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We can now state the following Nakai-Moishezon-Kleiman criterion for ample-
ness. It tells us that in general, when D is not basepoint free, we should not test
positivity only on curves, but on all subvarieties.

Theorem 3.13. Let X be a projective variety and let D be Cartier divisor on X.
Then D is ample iff for every closed subvariety Y of X with dimY ≥ 1 we have

DdimY · Y = (D|Y )dimY > 0.

Necessity is an easy application of Lemma 3.11. The converse is also not too
difficult, but it requires us to work with non-reduced and reducible schemes, so we
omit it.

Definition 3.14. We say that two Cartier divisors D1 and D2 on a projective
variety X are numerically equivalent, and write D1 ≡ D2, if D1 · C = D2 · C for
every irreducible curve C on X. We denote

N1(X) = Div(X)/ ≡,

and we call this group the Néron-Severi group of X.

The basic result is

Theorem 3.15. If X is a projective variety, then N1(X) is a free abelian group of
finite rank.

The proof follows from the fact that N1(X) can be realised as a subgroup of
H2(X,Z)/(torsion), where this is just the usual, singular cohomology of X. The
number ρ(X) = rkN1(X) is the Picard number of X.

3.3 Nefness

We saw that a divisor D on a projective variety X is ample iff for every subvariety
Y of X of positive dimension we have

DdimY · Y > 0.

In other words, the degree of D on every subvariety of X is positive. Therefore, we
might wonder what properties hold for divisors which satisfy a weaker condition,
that their degree on every subvariety of X is non-negative. We will see that these
divisors are, in some sense, limits of ample divisors, and they will be our object of
investigation in this lecture.

First, we note the following easy result.
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Lemma 3.16. Let X be a projective variety and let D be an ample divisor on X. If
E is a divisor on X such that D ≡ E, then E is ample. In other words, ampleness
is a numerical property of divisors, so it makes sense to talk about ample classes in
N1(X).

The contents of this lemma is to prove that if F is a numerically trivial divisor,
i.e. if F ≡ 0, and if D1, . . . , Dk are Cartier divisors on X, where k = dimY −1, then

F ·D1 · · · · ·Dk · Y = 0.

The proof of this is easy, but depends on a more general definition of the intersection
product. The idea is that D1 · · · · · Dk · Y can be represented as a 1-cycle, that is
a formal sum of irreducible curves, and then the statement is obvious from the
definition.

We saw that the group N1(X) is a free group of finite rank, and therefore it is a
discrete object. We will see that it is useful to consider its continuous partner, the
group of real classes

N1(X)R = N1(X)⊗ R,

which we can view as a sub-vector space of the second homology H2(X,R) as before.
Thus, it is useful to consider divisors with real coefficients.

Definition 3.17. Let X be a normal variety. The group of R-divisors is the group
of formal R-linear combinations of integral Cartier divisors, i.e.

DivR(X) = Div(X)⊗ R,

and similarly for Q-divisors.

The usual definitions of the support of a divisor, of its effectivity etc. carry
forward to Q- and R-divisors.

Further, intersection theory can be extended to R-divisors by tensoring with R,
i.e. if D =

∑
diDi is a real divisor, where di are real numbers and Di are integral

divisors, then we intersect D with a curve C as

D · C =
∑

di(Di · C),

and so on (we extend the scalars from Z to R by multilinearity). Note that the
intersection product is then a real number, or a rational number if all divisors
involved are rational. Then we analogously have a notion of numerical equivalence
of R-divisors, the details are left as an exercise.

We define similarly pullbacks of R-divisors via a morphism f : Y → X, by pulling
back all integral components, and extending scalars.
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Definition 3.18. Let X be a projective variety. Two R-divisors D1 and D2 are R-
linearly equivalent, and we writeD1 ∼R D2, if there are rational functions ϕ1, . . . , ϕk ∈
k(X) and real numbers r1, . . . , rk such that

D1 −D2 =
k∑
i=1

ri divϕi.

Similarly for Q-linear equivalence of Q-divisors.

Note that two Q-divisors D1 and D2 are Q-linearly equivalent iff there is an
integer p such that pD1 and pD2 are integral divisors, and pD1 ∼ pD2 in the usual
linear equivalence sense. Caution: it can happen that for two integral divisors D1

and D2 we have D1 ∼Q D2, but that they are not (Z-)linearly equivalent!

Definition 3.19. Let X be a projective variety and let A be an R-divisor on X.
Then A is ample if it can be written as a positive linear combination of integral
ample divisors, i.e. if there exist finitely many integral ample divisors Ai and real
numbers ri > 0 such that

A =
∑

riAi.

And similarly for ample Q-divisors (note that this is equivalent to saying that there
is a positive integer q such that qA is an integral ample divisor).

Now we have Nakai’s criterion for ample R-divisors.

Theorem 3.20. Let X be a projective variety and let A be an R-divisor on X. Then
A is ample iff for every closed subvariety Y of X with dimY ≥ 1 we have

AdimY · Y = (A|Y )dimY > 0.

When A is a Q-divisor, this follows trivially from Nakai’s criterion for integral
ampleness. Also, in the general setting of R-divisors, one direction is clear – if A
is ample, then the inequalities obviously hold. The true content is in the reverse
implication, and that is a theorem of Campana and Peternell. The proof is not
difficult, but it requires some knowledge of nef and big divisors.

As in the case of integral divisors, ampleness is a numerical property (i.e. we can
talk about ample classes in N1(X)R), and the proof is an exercise.

Now, a sum of two ample classesN1(X)R is again an ample class, and any positive
multiple of an ample class is also ample. Therefore, ample classes in N1(X)R form
a cone, denoted by Amp(X). The basic easy fact now is that this cone is open, and
that is the content of the following result.
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Lemma 3.21. Let X be a projective variety and let A be an ample R-divisor on X.
Let E1, . . . , Er be finitely many R-divisors. Then the R-divisor

A+ ε1E1 + · · ·+ εrEr

is ample for all sufficiently small real numbers 0 ≤ |εi| � 1.

Proof. We only prove it here when all divisors involved and all numbers are rational,
the rest is left as an exercise.

By clearing denominators, we may assume that all divisors are integral. We first
claim that there exists a positive integer m� 0 such that all mA± Ei are ample.

To see this, let n0 be a positive integer such that nA is very ample, and such
that nA± Ei is basepoint free for all i and all n ≥ n0 (existence of n0 follows from
Cartan-Grothendieck-Serre criterion for ampleness). But then every

nA± Ei = (n− n0)A+ (n0A± Ei)

is basepoint free for every n ≥ 2n0, and for every irreducible curve C on X we have
A · C > 0 by Nakai’s criterion, and (n0A± Ei) · C ≥ 0 since n0A± Ei is basepoint
free by (3.1). Therefore

(nA± Ei) · C > 0

for every such a curve C and all n ≥ 2n0, so nA ± Ei is ample by Corollary 3.12.
We set m = 2n0.

Now that we know the claim, we fix such m, and let εi be rational numbers such
that |εi| < 1/mr. Then

A+ ε1E1 + · · ·+ εrEr = (1−m(|ε1|+ · · ·+ |εr|))A+
r∑
i=1

|εi|
(
mA+

εi
|εi|

Ei

)
,

and all the terms on the RHS are ample Q-divisors. We are done.

Now that we know that the cone Amp(X) is open, we might wonder what hap-
pens on the boundary of this cone. First, for an R-divisor D, denote by [D] its
class in N1(X)R. Then if [D] is in the closure of the ample cone, there are ample
R-divisors Di such that [D] = limi→∞[Di]. Therefore, by Nakai’s criterion, for every
subvariety Y of X of positive dimension, by passing to the limit we must have

DdimY · Y ≥ 0.

Definition 3.22. An R-Cartier divisor D on a projective variety X is nef if

DdimY · Y ≥ 0

for every subvariety Y ⊆ X of dimension at least 1.
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It is trivial to see that nefness is a numerical condition, and that a sum of two
nef divisors is again nef, as is any positive multiple of a nef divisor. Therefore,
numerical classes of nef divisors form a cone in N1(X)R, denoted by Nef(X). It is
obvious that Amp(X) ⊆ Nef(X), and that the nef cone is closed, hence

Amp(X) ⊆ Nef(X).

In fact, the following easy result gives the precise relationship between these two
cones.

Corollary 3.23. Let X be a projective variety and let D be a nef R-divisor on X. If
A is an ample R-divisor on X, then D+ εA is ample for every ε > 0. In particular,

Nef(X) = Amp(X) and Int(Nef(X)) = Amp(X).

Now, a surprising fact is that nefness (unlike ampleness) can be tested only on
curves. This is the famous Kleiman’s criterion.

Theorem 3.24. Let X be a projective variety and let D be an R-divisor on X.
Then D is nef iff for every irreducible curve C on X we have

D · C ≥ 0. (3.3)

Because of this result, the relations (3.3) are often taken as the definition of
nefness.

Remark 3.25. It is useful to note that if f : Z → X is a projective morphism,
and if N is a divisor on X satisfying (3.3) on X, then f ∗N satisfies (3.3) on Z by
the projection formula (3.1). The converse holds if additionally f is surjective. In
particular, this holds when f is a closed embedding. Similarly, every basepoint free
divisor on a complete variety is nef.

Proof. I give the proof in the special case when D is a Q-divisor, the general case
can be derived from this by a continuity argument (exercise!).

One direction is trivial; therefore, we prove that the relations (3.3) imply that D
is nef. By induction on the dimension, we can assume that DdimY ·Y = (D|Y )dimY ≥
0 for every proper subvariety Y of X. What then remains to show is Dn ≥ 0, where
n = dimX.

Fix a very ample divisor A on X, and consider the polynomial

P (t) = (D + tA)n =
n∑
i=0

(
n

i

)
(Dn−i · Ai)ti

(considered as a polynomial by formal expansion of the RHS). We need to show that
P (0) ≥ 0. Assume for a contradiction that P (0) < 0.
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Since A is very ample, we can view A as a subvariety of X, thus by induction
we have

Dn−i · Ai = (D|A)n−i · (A|A)i−1 ≥ 0,

and the inequality is strict for i = n. Hence, P ′(t) > 0 when t > 0, and the
polynomial P (t) is strictly increasing for t > 0. As P (0) < 0, this implies that there
is a single t0 > 0 such that P (t0) = 0.

We claim that for every t > t0, the divisor D + tA is ample. Indeed, let Y be a
subvariety of X of dimension k ≥ 1. Then

(D + tA)k · Y =
k∑
i=0

(
k

i

)
(Dk−i · Ai · Y )ti.

Similarly as above, if k < n, then all the coefficients in this sum are non-negative,
and the leading coefficient is positive, so the whole intersection number is positive. If
k = n, then the intersection number in question equals P (t) > P (t0) = 0. Therefore,
the claim follows by Theorem 3.20.

Now we write P (t) = Q(t) +R(t), with

Q(t) = D · (D + tA)n−1, R(t) = tA · (D + tA)n−1.

Since D + tA is ample for rational t > t0, similarly as above we have Q(t) ≥ 0 by
induction (here we use that the divisor D+tA is rational in order to restrict to some
multiple of D + tA). Thus, Q(t0) ≥ 0 by continuity. Further, we have R(t0) > 0
since all the coefficients of R(t) are non-negative and the leading coefficient An is
positive. This implies P (t0) > 0, a contradiction.

Define the closure of the cone of effective curves NE(X) ⊆ N1(X)R as the closure
of the cone of non-negative formal linear combinations of classes of irreducible curves
on X. This enables us to give a numerical characterisation of ampleness – exercise!

Corollary 3.26. Let X be a projective variety and let D be an R-divisor on X.
Then D is ample iff intersects every non-zero class in NE(X) positively.

We mention without a proof the following estimate on the higher cohomology of
nef divisors; the proof uses Fujita’s vanishing theorem.

Theorem 3.27. Let X be a projective variety of dimension n, and let D be a nef
divisor on X. Then we have

hi(X,OX(mD)) = O(mn−i).

In particular, the asymptotic Riemann-Roch gives

h0(X,OX(mD)) =
Dn

n!
mn +O(mn−1).
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3.4 Iitaka fibration

We saw before that essentially all morphisms (or rational maps) to projective spaces
come from divisors (with or without base points) on varieties. We will now see an
important class of these maps, which are asymptotic versions of maps considered
before. The idea is that when we take higher and higher multiples of divisors,
properties of these become in some sense indistinguishable.

Let X be a normal projective variety and let L be a line bundle on X. Let N(L)
be the set of all integers m ≥ 0 such that H0(X,L⊗m) 6= 0; it is easy to check that
this is a monoid. For each m ∈ N(L), by choosing a basis (or generating set) of
H0(X,L⊗m), we have the associated rational map

ϕm = ϕ|L⊗m| : X 99K PNm .

It can be easily checked that these maps differ by an isomorphism if we choose a
different basis, so we can talk about the rational map.

In what follows, I denote the variety ϕm(X) by Xm. Obviously dimXm ≤ dimX.

Definition 3.28. If N(L) 6= 0, the Iitaka dimension of L is defined as

κ(X,L) = max
m∈N(L)

{dimXm},

and we set κ(X,L) = −∞ otherwise. Therefore, κ(X) ∈ {−∞, 0, 1, . . . , dimX}.
When X is smooth and L = ωX , we call κ(X,ωX) the Kodaira dimension of X,

and denote it just by κ(X).

If L is an ample line bundle, then L⊗m is very ample for all m� 0, and therefore
κ(X,L) = dimX since the corresponding maps ϕm are closed embeddings.

We defined ample line bundles as bundles which become very ample after passing
to a high enough multiple. In particular, we can have line bundles which are not
globally generated, but whose multiples are. They deserve a name:

Definition 3.29. A line bundle L on a complete variety X is semiample if there is
a positive integer m such that L⊗m is globally generated. Similarly for semiample
Cartier divisors.

Then we have the following special case of the Iitaka fibration.

Theorem 3.30 (Semiample fibration). Let X be a normal projective variety and
let L be a semiample line bundle on X. Then there is a morphism with connected
fibres

f : X → Y

such that Y is normal and for every sufficiently divisible m we have f = ϕm and
Y = Xm (up to isomorphism). If F is a fibre of f over a general closed point, then
κ(F,L|F ) = 0.
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We first make some preparation. Recall that we attached a sheaf Proj to a
quasi-coherent graded sheaf of algebras on a variety X. Similarly, if we have a
quasi-coherent sheaf of algebras A on X, we can construct the associated sheaf
SpecA together with the structure morphism to X as follows: take an open affine
cover {U} of X. For every such U we have the morphism SpecA(U) → U , and
these glue to give the desired object.

Theorem 3.31 (Stein factorisation). A projective morphism f : X → Y can be
factorised as

X
g //

f
&&

Z

h
��
Y

where g is a projective morphism with connected fibres and h is a finite morphism.

Proof. Since f is projective, the sheaf f∗OX is coherent on Y. Define Z := Spec f∗OX .
Then the structure morphism h : Z → Y is finite, and we have a factorisation as
above. It remains to check that OZ = g∗OX , and it suffices to check it on an affine
open cover. Let U be an affine subset of Y , and let V = h−1(U); this is again affine
since h is finite. But then g∗O(X)(V ) = OX(g−1(V )) = OX(f−1(U)) = OZ(V ) by
definition.

Proof of Theorem 3.30. Let m be an integer such that L⊗m is globally generated.
Then L⊗km is also globally generated for every positive integer k, and note that we
have the map

SkH0(X,L⊗m)→ H0(X,L⊗km).

Let s1, . . . , s` be a basis of H0(X,L⊗m). Monomials of degree k in these sections
give a basis of SkH0(X,L⊗m) (which have no common zeroes since si do not), and
then we can in the usual way construct a morphism

ϕkm = ϕSkH0(X,L⊗m) : X → PN

associated to this basis. This is called a Veronese embedding. One can easily check
that then the image of ϕkm is isomorphic to Xm: indeed, we have a factorisation

X
ϕm //

ϕkm &&

Xm

θ
��

PN

and the map θ is given by the very ample line bundle OXm(k). Hence, we can think
of the maps ϕm and ϕkm as the same thing.
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On the other hand, we can pick generating sets of SkH0(X,L⊗m) and ofH0(X,L⊗km)
such that the former is a subset of the latter. In particular, by construction of these
maps, this gives the projection

πk : Xkm → Xm

which completes the diagram

X
ϕkm //

ϕm
''

Xkm

πk
��

Xm

Further, on every Xm we have a very ample divisor Am such that L⊗m = ϕ∗mAm.
We claim that the above diagram is precisely the Stein factorisation of ϕm when

k � 0, i.e. that ϕkm is a morphism with connected fibres and that πk is finite. The
proof will show that, in particular, ϕkm is independent of k for k � 0.

To prove this, let X
ψ→ Z

µ→ Xm be the Stein factorisation on ϕm. Since µ is
finite, the line bundle B = µ∗Am is ample by Lemma 3.11, and so B⊗k is very ample
for k � 0. Since ψ∗B⊗k = ϕ∗mA

⊗k
m = L⊗km and ψ has connected fibres, we have by

the projection formula
H0(X,L⊗km) = H0(Z,B⊗k).

But that means precisely that the global sections of B⊗k give an isomorphism from
Z to Xkm.

Finally, if F is a fibre over a general closed point p ∈ Y , then

H0(F,L⊗km|F ) = H0(p, f∗L⊗km ⊗ C(p)) = C

since f∗L⊗km is a line bundle on p, and the last claim follows.

One can prove the following strengthening of the previous result to the case of
not necessarily semiample line bundles. I do not give a proof of it, since the main
ideas are already contained in the proof of Theorem 3.30.

Theorem 3.32 (Iitaka fibration). Let X be a normal projective variety and let L be a
line bundle on X such that κ(X,L) > 0. Let ϕk denote the associated rational maps
for k ∈ N. Then there exist varieties X̃ and X∞ and a morphism with connected
fibres ϕ∞ : X̃ → X∞ such that dimX∞ = κ(X,L) and for every k we have the
commutative diagram

X̃
ϕ∞ //

f∞
��

X∞

πk

��
X ϕk

// Xk
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where f∞ is a birational morphism and πk is a birational map. Further, if F is a
fibre of ϕ∞ over a general closed point of X∞, then

κ(F, (f ∗∞L)|F ) = 0.

This result is extremely useful in birational geometry. In order to understand
what it says, assume that we are again in the situation where L is semiample.
Assume further that κ(X,L) < dimX. Then X∞ = Xk, and we have dimX∞ <
dimX. So in order to study geometry of X, we can study the geometry of a lower-
dimensional variety Xk, and of a general fibre F , for which we know that the Iitaka
dimension is zero. This is good for inductive purposes.

Iitaka fibration (that is, the map ϕ∞ in the theorem) satisfies the following
universal property: if λ : X 99K W is a rational map of normal projective varieties
such that k(W ) is algebraically closed in k(X) (cf. Theorem 2.21), and if L is a line
bundle on X with κ(F,L|F ) = 0 for the generic fibre F of λ, then λ factors through
the Iitaka fibration of L.

If X is a projective scheme of dimension n and if E is any divisor on X, then
there is a constant C > 0 such that

h0(X,OX(mE)) ≤ Cmn

for all m: indeed, fix an ample divisor A on X. Then aA − E is effective for some
a � 0, and consequently h0(X,OX(mE)) ≤ h0(X,OX(maA)). Now the result
follows from the asymptotic Riemann-Roch for ample divisors.

One of the basic and important corollaries of the Iitaka fibration is the following
generalisation of the result above, the proof of which I omit.

Corollary 3.33. Let X be a normal projective variety and let L be a line bundle
on X. Set κ = κ(X,L). Then there are positive real numbers α and β such that for
all sufficiently divisible positive integers m we have

αmκ ≤ h0(X,L⊗m) ≤ βmκ.

We now apply the Iitaka fibration to study multiplication maps

H0(X,L⊗a)⊗H0(X,L⊗b)→ H0(X,L⊗a+b),

for a globally generated line bundle L and for positive integers a and b. We claim
that there exists a positive integer n0 such that these maps are surjective for a, b
divisible by n0.

To see this, let ϕ : X → Y be the associated Iitaka fibration to L, and let A be
an ample line bundle on Y such that L⊗n0 = ϕ∗A for some positive integer n0. Then
by the projection formula we have

H0(X,L⊗an0) = H0(Y,A⊗a)
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for all positive integers a. Therefore, we can assume that L is an ample line bundle
to start with, and by passing to a multiple, we can assume it is very ample. But then
again we have the associated embedding ϕL : X → PN such that L = ϕ∗LOPN (1). If
I is the homogeneous ideal of X in PN , then for m � 0, the space H0(X,OX(m))
is isomorphic to the C-vector space of monomials in N + 1 indeterminates of degree
m modulo I, and the claim is obvious.

We use this to study one of the most important objects on a projective variety.
If X is a normal projective variety and L a line bundle on X, the section ring
associated to L is

R(X,L) =
⊕
n∈N

H0(X,L⊗n).

Theorem 3.34. If L is a semiample line bundle on a normal projective variety X,
then the section ring R(X,L) is finitely generated as a C-algebra.

For instance, if X is a projective variety ProjS, where S =
⊕

n∈N Sn is a graded
ring, and if L = OX(1) is a very ample line bundle on X, then it is easy to see that
Sn ' H0(X,L⊗n) for every n, and therefore

X ' ProjR(X,L).

Proof. Consider the Veronese subring of R(X,L) given by

R(X,L)(n0) =
⊕
n∈n0N

H0(X,L⊗n).

Then this ring is finitely generated by the claim above. But R(X,L) is an integral
extension of the ring R(X,L)(n0) (exercise!), and hence R(X,L) is finitely generated
by Noether’s theorem on the finite generation of integral closure.

The following result was one of the main outstanding conjectures in geometry
until very recently, and it has crucial implications on the geometry of a smooth
projective variety.

Theorem 3.35. Let X be a smooth projective variety. Then its canonical ring

R(X,ωX) =
⊕
n∈N

H0(X,ω⊗nX )

is finitely generated.

We will later see a quick proof of this theorem on surfaces.
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3.5 Big line bundles

In this section all varieties are normal.

Now we introduce big divisors and line bundles. We will see that nef and big
is a right generalisation of the concept of ampleness: ampleness does not behave
well under pullbacks by birational maps, whereas nef and big divisors stay nef and
big when pulled back by a birational map. This makes them particularly useful in
birational geometry.

Big divisors have some of the nice features of ample divisors – their global sections
grow maximally (asymptotically) like in the case of ample divisors, and their Iitaka
fibrations are birational maps. This is precisely the definition of bigness.

Definition 3.36. Let X be a projective variety and let L be a line bundle on X.
Then L is big if κ(X,L) = dimX. Similarly for Cartier divisors on X.

Combining this with Corollary 3.33, we have the following straightforward con-
sequence of the definition.

Lemma 3.37. Let X be a projective variety of dimension n. A line bundle L on X
is big iff there are constants C1, C2 > 0 such that

C1m
n ≤ h0(X,L⊗m) ≤ C2m

n

for all sufficiently divisible m.

In view of the Iitaka fibration theorem, when X is normal this is equivalent to
ask that the map ϕm : X 99K PNm associated to L⊗m is birational onto its image for
some m > 0.

Definition 3.38. A smooth projective variety X is of general type if its canonical
bundle ωX is big.

The following Kodaira’s lemma, also known as Kodaira’s trick, is the basic tool
in studying big divisors.

Theorem 3.39. Let X be a projective variety, let D be a big Cartier divisor on X,
and let F be an arbitrary effective Cartier divisor on X. Then

H0(X,OX(mD − F )) 6= 0

for all sufficiently divisible m. In other words, for every such m there is an effective
divisor Em such that mD ∼ F + Em.
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Proof. Denote n = dimX. Consider the exact sequence

0→ OX(mD − F )→ OX(mD)→ OF (mD)→ 0.

The first few terms of the long cohomology sequence associated to this sequence are

0→ H0(X,OX(mD − F ))→ H0(X,OX(mD))→ H0(F,OF (mD)).

It is enough to prove that this last map is not an injection.
Since D is big, there is a constant C > 0 such that h0(X,OX(mD)) ≥ Cmn for

sufficiently divisible m. On the other hand, F is a scheme of dimension n− 1, so we
have h0(F,OF (mD)) = O(mn−1). Thus

h0(X,OX(mD)) > h0(F,OF (mD))

for sufficiently divisible m, and we are done.

Kodaira’s Lemma has several important consequences.

Corollary 3.40. Let X be a projective variety and let D be a Cartier divisor on X.
Then the following are equivalent:

(1) D is big,

(2) for any ample divisor A on X, there exists a positive integer m and an effective
divisor N on X such that mD ∼ A+N ,

(3) for some ample divisor A on X, there exists a positive integer m and an
effective divisor N on X such that mD ∼ A+N ,

(4) there exists an ample divisor A, a positive integer m and an effective divisor
N such that mD ≡ A+N .

Proof. We first show (1)⇒ (2). Take r � 0 so that rA ∼ Hr and (r + 1)A ∼ Hr+1

are both effective. By Kodaira’s lemma, there is a positive integer m and an effective
divisor N0 with

mD ∼ Hr+1 +N0 ∼ A+Hr +N0.

Taking N = Hr +N0 gives (2).
The implications (2)⇒ (3)⇒ (4) are trivial.
Finally, we prove (4) ⇒ (1). If mD ≡ A + N , then mD − N is numerically

equivalent to an ample divisor, and hence it is ample. So after possibly passing to
an even larger multiple of D we can assume that m′D ∼ H + N ′, where H is very
ample and N ′ ≥ 0. But then κ(X,D) = κ(X,m′D) ≥ κ(X,H) = dimX, so D is
big.
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Part (4) of Corollary 3.40 and the fact that ampleness is a numerical property
imply the following.

Corollary 3.41. The bigness of a divisor D depends only on its numerical equiva-
lence class.

Unlike in the case of ampleness, restrictions of big divisors to subvarieties are
not necessarily big. However, after we shrink the variety, the same conclusion holds.

Corollary 3.42. Let L be a big line bundle on a projective variety X. Then there
is a proper Zariski closed subset V ⊆ X having the property that if Y is a subvariety
of X not contained in V , then L|Y is a big line bundle on Y .

Proof. Let D be a Cartier divisor such that L = OX(D). By Corollary 3.40 we can
write mD ∼ H+N , where N ≥ 0 and H is very ample. Set V = SuppN . If Y * V ,
then the restriction mD|Y is again the sum of a very ample and an effective divisor,
and hence is big.

Now we naturally extend the definition of bigness to R-divisors.

Definition 3.43. An R-divisor D is big if it can be written in the form

D =
∑

diDi,

where each Di is a big integral divisor and di is a positive real number.

The formal properties of big divisors extend easily to this new setting – exercise.

Theorem 3.44. Let D and D′ be R-divisors on a projective variety X.

(1) If D ≡ D′, then D is big iff D′ is big.

(2) D is big iff D ≡ A+N , where A is an ample and N is an effective R-divisor.

Therefore, it makes sense to talk about big classes in N1(X)R. Big classes form
a cone, which we denote Big(X) ⊆ N1(X)R. The following result says that Big(X)
is an open cone; the proof follows easily from Theorem 3.44(2) and Lemma 3.21.

Corollary 3.45. Let X be a projective variety, let D be a big R-divisor on X, and
let E1, . . . , Em be arbitrary R-divisors on X. Then D+ ε1E1 + · · ·+ εmEm is big for
all real numbers 0 < |εi| � 1.

The pseudoeffective cone Eff(X) ⊆ N1(X)R is the closure of the convex cone
spanned by the classes of all effective R-divisors. We say that an R-divisor D on X
is pseudoeffective if its class lies in Eff(X). Then we have:
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Theorem 3.46. Let X be a projective variety. Then we have

Big(X) = Eff(X).

Proof. The pseudoeffective cone is closed by definition and contains Big(X), hence
Big(X) ⊆ Eff(X) .

Fix η ∈ Eff(X) and an integral ample class α ∈ N1(X)R. Then there are classes
of effective R-divisors ηk such that η = limk→∞ ηk, and therefore obviously

η = lim
k→∞

(ηk + 1
k
α).

But each of the classes in the parentheses is big by Theorem 3.44, so η is a limit of
big classes.

3.5.1 Nef and big

If we have a projective birational morphism f : X → Y between normal projective
varieties, and an ample line bundle L on Y , then f ∗L is nef and big on X: nefness
follows from Remark 3.25, and bigness follows from the equality

H0(X, f ∗L⊗m) ' H0(Y,L⊗m)

(consequence of the projection formula, since f is a morphism with connected fibres).
Similarly, if L is only nef and big, then its pullback is again nef and big. This shows
that nef and big divisors behave well under birational modifications.

The following gives a numerical criterion for a nef divisor to be big.

Theorem 3.47. Let D be a nef divisor on a projective variety X of dimension n.
Then D is big iff Dn > 0.

Proof. We know from the asymptotic Riemann-Roch for nef divisors that the leading
coefficient of h0(X,mD) is Dn/n!, and the result follows from the definition of
bigness.

We can make the characterisation of big divisors in terms of ample and effective
divisors more precise when the divisor is additionally nef.

Lemma 3.48. Let D be a divisor on a projective variety X. Then D is nef and big
iff there is an effective divisor N such that D − 1

k
N is ample for all k � 0.

Proof. Assume that D is big and nef. Then there exist a positive integer m, an
effective divisor N , and an ample divisor A such that mD ≡ A + N . Thus for
k > m:

kD ≡ ((k −m)D + A) +N,

and the term in parentheses, being the sum of a nef and an ample divisor, is ample.
The converse follows straight away from Kleiman’s criterion of nefness (nef classes

are limits of classes of ample divisors).
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Finally, we state a very useful criterion for when a nef and big divisor has a
finitely generated section ring.

Theorem 3.49. Let X be a normal projective variety and let D be a nef and big
divisor on X. Then R(X,D) is finitely generated iff D is semiample.
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Chapter 4

Vanishing theorems

4.1 GAGA principle

I start a general discussion of vanishing (and injectivity) results in birational geome-
try by a famous and extremely important correspondence between algebraic varieties
and complex analytic spaces. This is usually referred to as the GAGA principle, ac-
cording to the celebrated paper Géométrie Algébrique et Géométrie Analytique of
J.-P. Serre from 1956. We will see that this correspondence actually blurs the differ-
ence between these two seemingly different concepts, and it allows to attack many
problems either algebraically or analytically. At the end we will see examples of
algebraic results that still do not have an algebraic proof, or that were first proved
by analytic methods. These methods are sometimes called transcendental methods.

We start with the definition of a complex analytic space: we will see that it
mimics the definition of an algebraic variety.

Definition 4.1. Let ∆ = {z = (z1, . . . , zn) ∈ Cn | |zi| < 1 for i = 1, . . . , n} ⊆ Cn be
the standard polydisc with the sheaf O∆ of germs of holomorphic functions on ∆. A
topological space X together with a sheaf of rings OX is a complex analytic space if
it can be covered by open sets Ui, such that each (Ui,OUi) is isomorphic, as a ringed
space, to the following data: there are holomorphic functions f1, . . . , fq ∈ Γ(∆,O∆)
such that Ui is isomorphic to the set of common zeroes of fi (this is closed in the
Euclidean topology) and OUi ' O∆/(f1, . . . , fq).

If we have a complex scheme X of finite type, we can construct an associ-
ated complex analytic space Xan as follows. We cover X by open affine sets Yi =
SpecAi, where each Ai is a finitely generated C-algebra. In other words, Ai '
C[X1, . . . , Xn]/(f1, . . . , fq) for some polynomials fi ∈ C[X1, . . . , Xn]. These are ob-
viously holomorphic functions on Cn, and we can construct the associated analytic
spaces Y an

i . Since X is obtained by gluing Yi, we can glue Y an
i to the analytic space
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Xan by using the same data. This is the space we need. It is obvious from the
construction that it is functorial.

Note that the Euclidean topology is finer than the Zariski topology, so if U is an
open subset of a variety (in the Zariski topology), then Uh is an open subset of Xh

(in the Euclidean topology).
Similarly, if we have a coherent sheaf F on a variety X, we can construct its

analytification as follows. One can easily check(!) that we can cover X by open
subsets Ui such that there are exact sequences

O⊕nUi
ϕ→ O⊕mUi → F|Ui → 0,

and ϕ is just a matrix of local sections of OUi (it is a linear map). Then these give
a map of local sections of Oan

Ui
, and we define Fan to be locally the cokernel of the

corresponding map.
It is obvious that there is a continuous map θ : Xan → X of underlying topological

spaces which is an inclusion: it sends points of Xan bijectively to closed points of
X. This is also a map of ringed spaces: there is a natural map θ−1OX → OXan , and
we have θ∗OX ' OXan .

Some basic facts to know are as follows:

(1) X is separated iff Xan is Hausdorff in the usual topology,

(2) X is connected in the Zariski topology iff Xan is connected in the usual topol-
ogy,

(3) X is smooth iff Xan is complex manifold,

(4) if X is projective, then Xan is compact.

We can define cohomology of Fan on Xan similarly as for X, via injective resolu-
tions. When F is a constant sheaf of coefficients (i.e. when F is one of the constant
sheaves Z,R,Q,C), this coincides with the singular cohomology.

For the map θ as above, the isomorphism θ∗F ' Fan for a coherent sheaf F on
X gives natural maps of cohomology groups

αi : H
i(X,F)→ H i(Xan,Fan). (4.1)

The basic result which is a bridge between algebraic and analytic categories, at least
in the projective case, is the following Serre’s GAGA principle.

Theorem 4.2. Let X be a projective variety over C. Then the analytification func-
tor is an equivalence between the category of coherent sheaves on X and the category
of coherent analytic sheaves on Xan. Furthermore, for every coherent sheaf F on
X, the natural maps αi in (4.1) are isomorphisms.
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This, together with some additional work, proves the following:

(1) If X is a complex analytic subspace of PnC, then there exists a subscheme
X ⊆ Pn such that Xan = X .

(2) Let X and Y be projective complex varieties and let ϕ : Xan → Y an be a
morphism of analytic spaces, then there is a unique morphism f : X → Y
such that fan = ϕ.

(3) If X is a projective variety and if F is a coherent analytic sheaf on Xan, then
there is a coherent sheaf F on X such that Fan = F.

(4) If X is a projective variety and if E and F are two coherent sheaves on X such
that Ean ' Fan, then E ' F .

4.1.1 Exponential sequence

To illustrate the use of complex methods in Algebraic Geometry, an easy example
is the exponential sequence, which relates, among other things, cohomology and the
structure of the group Pic(X).

Let f : C → C∗ be the exponential map f(z) = e2iπz, where on the left we have
additive, and on the right multiplicative structure; this is a group homomorphism.
Then we have the exact sequence

0→ Z→ C f→ C∗ → 0,

and by considering holomorphic functions with values in this sequence, we get the
exact sequence

0→ Z→ OXan
f→ O∗Xan → 0.

Now we consider the long exact cohomology sequence associated to this short exact
sequence. Since global holomorphic functions are constants, on the H0-level we
just recover the exact sequence above. Starting from H1 the long exact sequence
becomes more interesting:

0→ H1(Xan,Z)→ H1(Xan,OXan)→ H1(Xan,O∗Xan)→ H2(Xan,Z).

Now, one can show that H1(Xh,O∗Xan) ' Pic(Xan) (this can be done using the Čech
cohomology), and this is isomorphic to Pic(X) by the GAGA principle. Then we
get the map

Pic(X)
c1→ H2(Xan,Z)

(the Chern class map) with the kernel H1(Xan,OXan)/H1(Xan,Z), which can be
identified with the divisors which are numerically equivalent to zero (very roughly).
This is a rough sketch of a proof that N1(X) embeds, modulo torsion, in H2(X,Z).
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4.1.2 Kähler manifolds

An important class of complex manifolds is that of Kähler manifolds. We start
with a complex manifold X with a hermitian metric h which in local holomorphic
coordinates z1, . . . , zn can be written as

h =
∑

hαβdzα ⊗ dz̄β;

here (hαβ) is a (pointwise) positive definite Hermitian matrix of C-valued C∞ func-
tions on X . Then we have the associated (1, 1)-form, which is a 2-form ω that can
locally be written as

ω =
i

2

∑
hαβdzα ∧ dz̄β.

We say that X is a Kähler manifold if ω is closed, i.e. if dω = 0.

Every projective manifold is Kähler: the Fubini-Study metric gives rise to a
Kähler form on it.

Suppose now that we have a holomorphic line bundle L → X on a Kähler
manifold X with a hermitian metric h. Write | · |h for the corresponding length
function on the fibres of L. The hermitian line bundle (L, h) determines a curvature
form Θ(L, h) ∈ C∞(X,

∧1,1 T ∗XR), which is locally given by

Θ(L, h) = −∂∂̄ log |s|2h

(this does not depend on the choice of a local non-vanishing section s of L).

Definition 4.3. A holomorphic line bundle L on a Kähler manifold X is positive
(in the sense of Kodaira) if it carries a Hermitian metric h such that i

2π
Θ(L, h) is a

Kähler form.

Now a fundamental result, Kodaira’s embedding theorem, shows that this is the
right notion to describe ampleness analytically: if a line bundle is positive, then it
is algebraic and ample in the usual sense.

Theorem 4.4. Let X be a compact Kähler manifold, and let L be a holomorphic
line bundle on X . Then L is positive iff there is a holomorphic embedding

ϕ : X → PN

into some projective space such that ϕ∗OPN (1) = L⊗m for some m > 0.
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4.2 Lefschetz hyperplane section theorem

The Lefschetz hyperplane theorem compares the topology of a smooth projective
variety X with the topology of (the subspace of X determined by the support of) a
smooth effective ample divisor D on X.

We first state a result on the structure of the (co)homology of an affine variety;
the proof uses some beautiful Morse theory and I omit it.

Theorem 4.5. Let V ⊆ Cr be a closed connected complex submanifold of complex
dimension n. Then

H i(V,Z) = 0 and Hi(V,Z) = 0 for i > n.

If we have a closed submanifold D of a compact manifold X, we can form the
exact sequence of singular complexes

0→ C•(D)→ C•(X)→ C•(X)/C•(D)→ 0,

and to it we can attach a long cohomology sequence

· · · → H i(X,D;Z)→ H i(X,Z)→ H i(D,Z)→ · · · (4.2)

Then we have the Lefschetz hyperplane theorem.

Theorem 4.6. Let X be a smooth complex projective variety of dimension n, and
let D be a smooth effective ample divisor on X. Then the restriction

H i(X,Z)→ H i(D,Z)

is an isomorphism for i ≤ n− 2, and an injection when i = n− 1.

Proof. Since mD is very ample for some m � 0, it gives an embedding X ⊆ Pr
such that, if H ⊆ Pr is a hyperplane, then X ∩ H = mD. In particular, X\D =
X\ Supp(mD) is affine. Therefore Hj(X\D,Z) = 0 for j ≥ n + 1 by Theorem
4.5, and the theorem follows from (4.2) by the Lefschetz duality H i(X,D;Z) '
H2n−i(X\D,Z).

An important corollary is:

Corollary 4.7. Let X be a smooth complex projective variety of dimension n, and
let D be a smooth effective ample divisor. Let

rp,q : Hq(X,Ωp
X)→ Hq(D,Ωp

D)

be the natural maps given by restriction. Then rp,q is bijective for p+ q ≤ n−2, and
injective for p+ q = n− 1.
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Proof. The Lefschetz hyperplane theorem gives that the restriction maps

rj : Hj(X,C)→ Hj(D,C)

are isomorphisms when j ≤ n−2 and injections when j = n−1. The Hodge theorem
and the Dolbeaut isomorphisms give functorial decompositions

Hj(X,C) =
⊕
p+q=j

Hq(X,Ωp
X), Hj(D,C) =

⊕
p+q=j

Hq(D,Ωp
D),

and we have the splitting rj =
⊕

p+q=j rp,q. This implies the lemma.

4.3 Kodaira vanishing: statement and first con-

sequences

One of the important applications of the Lefschetz hyperplane section theorem is
the following fundamental result, again due to Kodaira; it is the Kodaira vanishing
theorem.

Theorem 4.8. Let X be a smooth complex projective variety of dimension n, and
let A be an ample divisor on X. Then

H i(X,OX(KX + A)) = 0 for i > 0.

Equivalently, by Serre duality,

H i(X,OX(−A)) = 0 for i < n.

It is important to stress that the Kodaira vanishing is true over any algebraically
closed field of characteristic zero, but fails in positive characteristic.

I will give three proofs of this very important result; one of them will involve the
Lefschetz hyperplane section theorem, and I give a proof in a special case at the end
of this section. First we see why this result is very important by discussing a couple
of immediate consequences.

Definition 4.9. A smooth projective variety X is a Fano manifold if −KX is ample.

Example 4.10. The projective n-space Pn is a Fano. Furthermore, any degree d
hypersurface D in Pn is Fano when d ≤ n: indeed, by adjunction formula we have

KD = (KPn +D)|D = OD(d− n− 1).
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Now, if we have a Fano manifold X, it is immediate from the Kodaira vanishing
that

H i(X,OX) = 0 for i > 0.

Now the exponential sequence gives us the isomorphism

Pic(X) ' H2(X,Z).

This implies Pic(X) ' N1(X): in other words, on a Fano manifold, linear and
numerical equivalence of divisors coincide. This is far from being true in general.

As another application, we show that on a smooth projective variety the Eu-
ler characteristic is a numerical invariant. This is true in general by Hirzebruch-
Riemann-Roch, but we will see that it is an immediate consequence of the Kodaira
vanishing when the variety is smooth.

Theorem 4.11. Let X be a smooth complex projective variety and let D and D′ be
Cartier divisors on X such that D ≡ D′. Then χ(X,D) = χ(X,D′).

Proof. Fix an ample divisor H on X. Set

Q(u, v) = χ(X,D + u(D′ −D) + vH) and P (v) = Q(0, v);

these are polynomials in u and v by Theorem 1.40. Fix v0 � 0 such that D−KX +
v0H is ample. Since D′ −D ≡ 0, the divisors D −KX + u(D′ −D) + v0H are also
ample for all u. By the Kodaira vanishing we have

H i(X,D + u(D′ −D) + v0H) = 0 for all u and i > 0.

Hence
Q(u, v0) = h0(X,D + u(D′ −D) + v0H) for all u.

I claim that then Q(u, v0) is bounded as a function in u. This immediately implies
the theorem: indeed, a bounded polynomial is constant, hence Q(u, v0) = P (v0)
for v0 � 0, and it is easy to see that this implies Q(u, v) = P (v) for all u and v.
Therefore

χ(X,D) = P (0) = Q(1, 0) = χ(X,D′).

It remains to show the claim, and we do it by induction on n = dimX. It is
true on curves by the Riemann-Roch, and assume it holds in dimension n− 1. Pick
a large positive integer m such that

(D + v0H −mH) ·Hn−1 < 0. (4.3)

This implies

H0(X,D + u(D′ −D) + v0H −mH) = 0 for all u. (4.4)
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Indeed, otherwise there would exist an effective divisor Su ∼ D+u(D′−D)+v0H−
mH, and then Su · Hn−1 < 0 by (4.3), which contradicts the (easy direction of)
Nakai-Moishezon-Kleiman criterion for ampleness.

Let Y ∈ |mH| be a smooth divisor. Then we have a short exact sequence

0→ OX(D + u(D′ −D) + v0H − Y )→ OX(D + u(D′ −D) + v0H)

→ OY ((D + u(D′ −D) + v0H)|Y )→ 0,

hence from the long exact sequence in cohomology, by (4.4) we have

h0(X,D + u(D′ −D) + v0H) ≤ h0(Y, (D + u(D′ −D) + v0H)|Y ).

By induction hypothesis, this finishes the proof of the claim and of the theorem.

Now let us see an easy proof of the Kodaira vanishing in a special case.

Lemma 4.12. The Kodaira vanishing holds when A is a smooth effective ample
divisor on X.

Proof. By the case p = 0 and q = j in Corollary 4.7, we have that the restriction
map

Hj(X,OX)→ Hj(D,OA)

is an isomorphism when j ≤ n − 2 and an injection when j = n − 1. But then the
long cohomology sequence associated to the short exact sequence

0→ OX(−A)→ OX → OA → 0

gives Hj(X,OX(−A)) = 0 when j ≤ n− 1, which proves the theorem.

So our goal is to reduce the Kodaira vanishing to this lemma. We start by
showing a simple result that suggests that we should construct a suitable finite
morphism. First, recall that if we have a Galois extension of fields K/k with the
Galois group G, there exists a trace map TrK/k : K → k by sending an element
a ∈ K to

∑
g∈G ga ∈ k. Then we have:

Lemma 4.13. Let f : Y → X be a finite surjective Galois morphism of normal pro-
jective varieties and let E be a vector bundle on X. Then the natural homomorphism

H i(X, E)→ H i(Y, f ∗E)

induced by f is injective for every i ≥ 0.
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Proof. We first show that the trace map Trk(Y )/k(X) induces a map Tr: f∗OY → OX
which splits the natural injection i : OX → f∗OY . Indeed, the statement is local,
so we may assume that X = SpecA and Y = SpecB, where B is an integral
extension of A. Then for b ∈ B we have Trk(Y )/k(X)(b) ∈ k(X), and gb ∈ B for every
g ∈ G since they share the same minimal polynomial. Hence Trk(Y )/k(X)(b) ∈ B,
and therefore Trk(Y )/k(X)(b) ∈ A as A is integrally closed in k(X). Now set Tr =

1
|G| Trk(Y )/k(X).

In particular, if F = coker i, we have f∗OY = OX ⊕F , and thus

H i(Y, f ∗E) = H i(X, f∗f
∗E) = H i(X, E ⊗ f∗OY ) = H i(X, E)⊕H i(X, E ⊗ F)

since f is finite, which proves the lemma.

4.4 Cyclic coverings

In this section we construct a finite map which makes a line bundle effective, as-
suming that some power of the line bundle is effective. The process is often, rightly,
called taking a root of an effective line bundle. First an important definition.

Definition 4.14. Let X be a smooth variety of dimension n and let D =
∑
Di be a

reduced divisor on X with prime components Di. The divisor D has simple normal
crossings if for every point p ∈ X there is an open neighbourhood U of p and local
coordinates (x1, . . . , xn) such that D is defined in U by the equation x1 · · ·xr = 0
for some r ≤ n. In other words, all Di are smooth and intersect transversally.

The singularities of D are the locus in X where the components of Di intersect.

The following result is difficult to digest when first seen; a good thing to do is
to see what it says when D is just a smooth prime divisor.

Proposition 4.15 (m-fold cyclic cover). Let X be a variety and let L be a line
bundle on X. Let m be a positive integer and let s ∈ H0(X,Lm) be a non-zero
section which defines a divisor D ⊆ X. Then there exists a finite map µ : Y → X,
where Y is a normal scheme, such that there exists a section s′ ∈ H0(Y, µ∗L) with
µ∗s = (s′)m. In other words, if D′ is a divisor of s′, then π∗D = mD′.

If additionally X is smooth and if D is a reduced simple normal crossings divisor,
then Y is a normal variety which is smooth outside of the singularities of D, the
divisor D′ maps isomorphically to D outside of the singularities of D, and we have

µ∗OY '
m−1⊕
i=0

L−i. (4.5)

If Γ is a divisor on X such that D+ Γ has simple normal crossings, then µ∗(D+ Γ)
has simple normal crossings outside of the singularities of D.
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Proof. There are several ways to define Y . The easiest description is the following:
L is a subbundle of the sheaf K(X) of rational functions on X, and take a rational
function f ∈ k(X) to which s corresponds. Then let Y be the normalisation of X
in the field k(X)( m

√
f), and let µ be the corresponding finite map.

Another way to do the same is to do it locally. Suppose that U = SpecA
is an affine open subset of X on which we have a trivialisation L|U ' OU . Then
Lm|U ' OU , the section s|U corresponds to f ∈ H0(U,OU) and by introducing a new
variable T , setA(U) = A[T ]/(Tm−f) =

⊕m−1
i=0 A[( m

√
f)i]. It is easy to see that these

algebras glue to Z = SpecA with the projection π : Z → X, where A =
⊕m−1

i=0 L−i,
and hence π∗OZ = A. Now Y is the normalisation of Z and µ : Y → X the induced
finite morphism.

Finally, in coordinates, consider the product X×A1, and let T be the coordinate
on A1. Then the variety Z is a subvariety of X × A1 defined by the equation
Tm − s = 0.

On each π−1(U) consider the section T . Then it is clear that these glue to give
an effective Cartier divisor DZ on Z, and let D′ be the pullback of DZ on Y and s′

the corresponding section. We obviously have mDZ = π∗D, and DZ is isomorphic
to D via π.

I claim that Z is smooth outside of the singularities of D. This then immediately
implies (4.5): indeed, then Y and Z are isomorphic outside of the singularities of D,
hence µ∗OY and π∗OZ coincide outside of the singularities of D, hence everywhere
as X is normal and the singularities of D have codimension ≥ 2.

To show the claim, we use the Jacobian criterion. By replacing X by an open
subset of X which avoids the singularities of D, we may assume that X ⊆ An is the
zero set of polynomials f1, . . . , fr ∈ C[X1, . . . , Xn], and that D is a smooth prime
divisor given by a regular function f = p/q on X, where p, q ∈ C[X1, . . . , Xn] and
q does not vanish along X. Denote by J = (aij) the Jacobian matrix of X in An,
where 1 ≤ i ≤ r and 1 ≤ j ≤ n. Then Z ⊆ An+1 is cut out by the polynomials
f1, . . . , fr and qT n − p in C[X1, . . . , Xn, T ], and the corresponding Jacobian is

JZ = (bij), where bij =


∂q
∂Xj

Tm − ∂p
∂Xj

if i = r + 1, j ≤ n,

0 if j = n+ 1, i ≤ r,
nqT n−1 if i = r + 1, j = n+ 1.

(4.6)

Fix a point P = (x, t) = (x1, . . . , xn, t) ∈ Z. There are two cases. If t 6= 0, then
nq(x)tn−1 6= 0 and the corank of JZ is the corank of J plus 1. Therefore, Z is smooth
at P since X is smooth at x. Now assume that t = 0. Since D is cut out of An by
f1, . . . , fr, p, its Jacobian matrix is

JD = (dij), where dij =
∂p

∂Xi

if i = r + 1. (4.7)

Now Z is smooth at P by (4.6) and (4.7) since D is smooth.
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Finally, the last assertion of the proposition follows easily from the description
of Z in the local coordinates.

Now we can finally give the first proof of the Kodaira vanishing.

Proof of Theorem 4.8. Let m be a positive integer such that mA is very ample, and
let D ∈ |mA| be a general section. Then D is smooth by Bertini’s theorem, and let
π : Y → X be the m-fold cyclic covering over D. By Proposition 4.15 the variety
Y is smooth, and there exists a smooth prime divisor A′ on Y such that A′ ∼ π∗A.
Note that A′ is ample since A is ample and π is finite. By Lemma 4.12 we have
H i(Y,OY (−A′)) = 0 for i < n, hence the result follows by Lemma 4.13.

4.5 Differentials with log poles

In this section we introduce a very useful construction, which generalises the con-
struction of the sheaves of (regular) differentials. Note first that the usual exterior
differentiation induces the de Rham complex Ω•X on X:

0→ OX
d→ Ω1

X
d→ · · · d→ Ωn

X → 0,

which induces the de Rham complex Ω•X ⊗ k(X) of meromorphic forms on X.

Definition 4.16. Let X be a smooth variety of dimension n, and let D be a reduced
divisor on X with simple normal crossings. The sheaf Ω1

X(logD) of 1-forms on X
with log poles along D is a subsheaf of Ω1

X⊗k(X) described locally as follows. Let U
be an affine open subset of X and let x1, . . . , xn be local coordinates on U such that
D is defined in U by x1 · · ·xr for some r ≤ n. Then Ω1

X(logD) is a sheaf generated
on U by

dx1

x1

, . . . ,
dxr
xr

, dxr+1, . . . , dxn.

For every integer p ≥ 0, set Ωp
X(logD) =

∧p Ω1
X(logD).

This definition does not depend on the choice of coordinates: indeed, if h is an
invertible local section of O(U), then

d(hxi)

hxi
=
dh

h
+
dxi
xi
∈

n∑
j=1

O(U)dxj +O(U)
dxi
xi
.

It is clear that Ω1
X(logD) is a locally free sheaf of rank n containing Ω1

X , and it is
easy to see that Ω0

X(logD) = OX and Ωn
X(logD) = OX(KX +D).

Since d(dxi
xi

) = 0, it follows immediately that the de Rham differential preserves
the forms with log poles along D, hence we get the de Rham complex with log poles
Ω•X(logD).
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Proposition 4.17. Let X be a smooth variety of dimension n, let L be a line bundle
on X, let m be a positive integer and let s ∈ H0(X,Lm) be a section which defines
a reduced simple normal crossings divisor D. If π : Y → X is the m-cyclic cover
corresponding to s, and if D′ is the effective divisor on Y such that π∗D = mD′,
then for every integer p ≥ 0 we have

π∗Ωp
X(logD) ' Ωp

Y (logD′), (4.8)

and in particular, p = n yields

π∗OX(KX +D) ' OY (KY +D′). (4.9)

Moreover,

π∗Ω
p
Y (logD′) '

m−1⊕
i=0

Ωp
X(logD)⊗ L−i. (4.10)

Proof. It is enough to prove (4.8) for p = 1, since the general case follows by taking
exterior powers, and it suffices to prove it locally on Y . Since the singularities of D
form a subset of codimension ≥ 2 in X, by shrinking X and by Hartogs principle
we may assume that the components of D are disjoint. Let U = SpecA be an affine
open subset in X such that x1, . . . , xn are local coordinates of X on U and such
that U intersects at most one component of D. If D ∩ U = ∅, then it is clear that
π∗Ω1

X = Ω1
Y on π−1(U). Otherwise, we may assume that D|U is defined by x1. On

π−1(U) ' SpecA[T ]/(Tm − x1) we have algebraic coordinates T, x2, . . . , xn which
satisfy

π∗(dxi) = dxi for i ≥ 2 and π∗
(dT
T

)
=
d(Tm)

Tm
= m

dT

T
,

hence (4.8) follows. The relation (4.10) follows immediately from (4.8) and (4.5) by
the projection formula.

Corollary 4.18. With the assumptions from Proposition 4.17, we have

π∗Ω
p
Y ' Ωp

X ⊕
m−1⊕
i=1

Ωp
X(logD)⊗ L−i. (4.11)

Proof. As in the previous proof, we may assume that the components of D are
disjoint. Let U = SpecA be an affine open subset in X such that x1, . . . , xn are
local coordinates of X on U , such that U intersects at most one component of D,
and that L−1|U = fOU for some local section f . If D ∩ U = ∅, then the assertion
is clear from (4.10). Otherwise, we may assume that D|U is defined by x1. On
π−1(U) ' SpecA[T ]/(Tm − x1) we have algebraic coordinates T, x2, . . . , xn, and we
have to check when the pullback of the local differential dx1

x1
f i to Y gives a regular
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differential on Y for i ≥ 0. However, this pullback is, up to an invertible function,
equal to

d(Tm)

Tm
T i = mT i−1dT.

Now it is clear that this differential is regular if and only if i ≥ 1, which proves the
claim.

We are now ready to give the second proof of the Kodaira vanishing.

Proof of Theorem 4.8. Set L = O(A). Let m be a positive integer such that mA is
basepoint free and that

Hj(X,KX + (m+ 1)A) = 0 for j > 0, (4.12)

which is possible by the cohomological criterion for ampleness. If D ∈ |mA| is a
general section, then D is smooth by Bertini’s theorem, and let π : Y → X be the
m-fold cyclic covering over D.

The exterior differential d : OY → Ω1
Y induces the map π∗d : π∗OY → π∗Ω

1
Y . By

(4.10) and (4.11), this is the map

π∗d :
m−1⊕
i=0

L−i → Ωp
X ⊕

m−1⊕
i=1

Ωp
X(logD)⊗ L−i

which factors through the maps of the corresponding summands. Denote the map
for i = 1 by

∇1 : L−1 → Ωp
X(logD)⊗ L−1,

and this map induces maps on cohomology

δj : Hj(X,L−1)→ Hj(X,Ωp
X(logD)⊗ L−1).

Consider the maps dj : Hj(Y,OY ) → Hj(Y,Ω1
Y ) induced by d. By the projection

formula and since the map π is finite, these maps give

π∗dj : Hj
(
X,

m−1⊕
i=0

L−i
)
→ Hj

(
X,Ωp

X ⊕
m−1⊕
i=1

Ωp
X(logD)⊗ L−i

)
,

hence the map δj is a direct summand of π∗dj. But the maps dj are zero: indeed,
by Hodge theory, Hj(Y,OY ) is the vector space of harmonic (0, j)-forms, and these
are d-closed. Hence the maps δj are all zero.

Let x1, . . . , xn be a local coordinate system on an open affine subset U ⊆ X such
that D|U is given by x1. There is the residue map Res : Ω1

X(logD) → OD which
sends a local form α1

dx1
x1

+
∑

i≥2 αidxi to α1|D, and consider the composite map

θ : L−1 ∇1

−→ Ω1
X(logD)⊗ L−1 Res⊗id−→ OD ⊗ L−1.
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If f is a local generator of L−1 on U and r is a local section of OU , then fm = x1,
and hence dx1

x1
= mdf

f
. Therefore,

∇1(rf) = fdr + rdf = f
(
dr +

1

m
r
dx1

x1

)
,

which implies θ(rf) = 1
m

(rf)|D. In other words, the map mθ is the restriction map,
and the induced maps

θj : Hj(X,L−1)→ Hj(X,OD ⊗ L−1)

are zero since they factor through δj. From the long exact sequence in cohomology
associated to the short exact sequence

0→ L−1 ⊗OX(−D)→ L−1 → L−1 ⊗OD → 0

we obtain that the maps

Hj(X,L−1 ⊗OX(−D))→ Hj(X,L−1)

are surjective for all j, or equivalently by Serre duality and since D ∼ mA, that the
maps

Hj(X,OX(KX + A))→ Hj(X,OX(KX + (m+ 1)A))

are injective for all j. Now we conclude from (4.12).

4.6 Kawamata coverings

In this section we will prove an important generalisation of cyclic coverings, which
we will then use to prove far-reaching extensions of the Kodaira vanishing.

Theorem 4.19. Let X be a smooth quasiprojective variety, let D =
∑t

i=1Di be
a simple normal crossing divisor on X, and fix positive integers m1, . . . ,mt. Then
there exists a smooth variety Y and a finite covering f : Y → X such that f ∗Di =
miD

′
i for some smooth divisors D′i on Y , where

∑t
i=1D

′
i has simple normal crossings.

Proof. For the purpose of induction, we replace the condition that Di are smooth
prime divisors by the condition that Di is a disjoint union of smooth divisors. Hence
we may assume that m2 = · · · = mt = 1.

Fix a very ample divisor H such that m1H−D1 is basepoint free. For n = dimX,
pick general elementsH1, . . . , Hn+1 in the linear system |m1H−D1|. Then the divisor
D+

∑n+1
i=1 Hi has simple normal crossings. We construct a tower of cyclic coverings

Y = Yn+1
fn+1−→ . . .

f2−→ Y1
f1−→ X = Y0
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as follows. Assume that Yi−1 has already been constructed and denote πi = fi◦· · ·◦f1

for i ≥ 1 and π0 = id. Let fi be the m1-fold cyclic covering of Yi−1 branched
along π∗i−1(Hi + D1). Then Yi is smooth outside of the singularities of Yi−1 and
outside of the singularities of the divisor π∗i−1(Hi +D1). In particular, Y1 is smooth
outside of H1 ∩D1. However, for i ≥ 2, the cover branched along π∗i−1(Hi + D1) =
π∗i−1Hi +m1(π∗i−1D1)red is the same as the cover branched along π∗i−1Hi (exercise!),
which has no singularities, hence inductively, the singularities of Yi lie over H1∩D1.

An alternative way to define Y is as follows: let s1, . . . , sn+1 be global sections
of OX(m1H) whose corresponding divisors are H1 +D1, . . . , Hn+1 +D1. Then Y is
the normalisation of X in the field k(X)( m1

√
s1, . . . , m1

√
sn+1). Thus, it is clear that

the above construction of the tower is commutative: we could start with any divisor
Hi +D1. Therefore, Y is smooth away from

n+1⋂
i=1

(Hi ∩D1) =
( n+1⋂
i=1

Hi

)
∩D1 = ∅,

which finishes the proof.

The following easy corollary is usually called the Bloch-Gieseker coverings.

Corollary 4.20. Let X be a smooth quasiprojective variety, let M be a line bundle
on X, and fix a positive integer m. Then there exist a smooth variety Y , a finite
surjective map f : Y → X, and a line bundle L on Y such that f ∗M = Lm. Further,
given a simple normal crossing divisor D on X, we can arrange that its pullback
f ∗D is a simple normal crossings divisor on Y .

Proof. Let N be any very ample line bundle on X. Then there exist a positive
integer n such that A = M⊗N n is globally generated line bundle. By Bertini’s
theorem, there exists smooth prime divisors A and B such that A ' OX(A) and
N n ' OX(B), hence M = OX(A− B). By Theorem 4.19 there exists a finite map
f : Y → X such that f ∗A = mA′ and f ∗B = mB′ for some smooth divisors A′ and
B′ on Y . Now set L = OY (A′ −B′).

4.7 Esnault-Viehweg-Ambro injectivity theorem

If you analyse the previous two proofs of the Kodaira vanishing, you can see that
we did not use the ampleness assumption almost at all. Especially in the second
proof, we used mostly that some multiple of the divisor A is basepoint free, i.e. that
A is semiample. Furthermore, in most applications of the Kodaira vanishing, one
only uses the vanishing of the group H1, in order to conclude that some restriction
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map in cohomology is surjective. More precisely, if we have a short exact sequence
of coherent sheaves on a variety X,

0→ F1 → F2 → F3 → 0,

in order to conclude that the map H0(X,F2) → H0(X,F3) is surjective, it suffices
to have H1(X,F1) = 0. If F1 is a line bundle of the form OX(KX +A), where A is
an ample line bundle, then the Kodaira vanishing can be applied. A more elaborate
version of this principle will appear later when we prove the finite generation of the
canonical ring on surfaces.

However, to prove the desired surjectivity, it is in fact equivalent to show a weaker
result than the above vanishing, that the map H1(X,F1)→ H1(X,F2) is injective.
Results of this type are called injectivity theorems. The most general result in this
direction thus far is the following theorem of Esnault-Viehweg-Ambro.

Theorem 4.21. Let X be a smooth projective variety and let ∆ =
∑r

i=1 ∆i be a
simple normal crossings divisor on X, where ∆i are distinct prime divisors. Assume
that B is a Cartier divisor on X such that B ∼Q

∑r
i=1 bi∆i, where 0 < bi ≤ 1 for

all i. Then for every effective divisor D with SuppD ⊆ Supp ∆, the maps

Hq(X,OX(KX +B))→ Hq(X,OX(KX +B +D)),

coming from the short exact sequence

0→ OX(KX +B)→ OX(KX +B +D)→ OD ⊗OX(KX +B +D)→ 0,

are injective for all q. Equivalently, by Serre duality, the maps

Hq(X,OX(−B −D))→ Hq(X,OX(−B))

are surjective for all q.

The remainder of this course is dedicated to the proof of this important result.
This theorem is a strong generalisation of the Kodaira vanishing – indeed, we can
now give a third proof, which is very similar to a step of the second proof we gave
before.

Proof of Theorem 4.8. Let m be a positive integer such that mA is basepoint free
and that

Hj(X,KX + (m+ 1)A) = 0 for j > 0,

which is possible by the cohomological criterion for ampleness. If D ∈ |mA| is a
general section, then D is smooth by Bertini’s theorem, and we have A ∼Q

1
m
D. By

Theorem 4.21, the map

Hj(X,OX(KX + A))→ Hj(X,OX(KX + A+D))

is injective for every j ≥ 0, and we conclude since A+D ∼ (m+ 1)A.
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The proof of Theorem 4.21 proceeds in two logical steps. The first is to show the
result when all the coefficients bi are equal to 1, and in the second step the general
result is deduced from this special case.

Proposition 4.22. Let X be a smooth projective variety and let ∆ =
∑r

i=1 ∆i be a
simple normal crossings divisor on X, where ∆i are distinct prime divisors. Then
for every effective divisor D with SuppD ⊆ Supp ∆, the maps

Hq(X,OX(KX + ∆))→ Hq(X,OX(KX + ∆ +D))

are injective for all q ≥ 0. Equivalently, by Serre duality, the maps

Hq(X,OX(−∆−D))→ Hq(X,OX(−∆))

are surjective for all q.

We will prove this result later, since the techniques involved in its proof are
unlike anything we have seen thus far. However, assuming this technical step, we
are now able to prove Theorem 4.21.

Proof of Theorem 4.21. For the purpose of induction, we replace the condition that
∆i are smooth prime divisors by the condition that ∆i is a disjoint union of smooth
divisors. We argue by induction on the cardinality of the set I = {i | bi < 1}.

If #I = 0, then B ∼Q ∆, and let n be the smallest positive integer such that
nB ∼ n∆. Denoting M = OX(B − ∆), we have Mn ' OX . Let µ : Y → X be
the n-cyclic covering associated to a nowhere vanishing global section of OX , and
denote BY = µ∗B and ∆Y = µ∗∆ so that µ∗M = OY (BY −∆Y ). Then µ∗M' OY
by Proposition 4.15, hence BY ∼ ∆Y . Therefore, by Proposition 4.22 the maps

Hq(Y,OY (−BY −DY ))→ Hq(Y,OY (−BY )) (4.13)

are surjective. By Proposition 4.15 we have µ∗OY '
⊕n−1

i=0 M−i, hence by the
projection formula and since µ is finite, we have

Hq(Y,OY (−BY −DY )) '
n−1⊕
i=0

Hq(X,OX(−B −D)⊗M−i)

and

Hq(Y,OY (−BY )) '
n−1⊕
i=0

Hq(X,OX(−B)⊗M−i)

The maps (4.13) split through the summands, and taking the component corre-
sponding to i = 0 shows that the maps

Hq(X,OX(−B −D))→ Hq(X,OX(−B))
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are surjective.
Now assume that #I > 0, and without loss of generality we can assume that

b1 < 1. Let m be a positive integer such that a1 = mb1 is an integer ≤ m − 1, for
example, let m be the denominator of b1. By Corollary 4.20 there exist a smooth
variety Y , a finite surjective morphism f : Y → X and a line bundle L on Y such
that OY (f ∗∆1) ' Lm and f ∗∆ is a reduced divisor with simple normal crossings.
Denoting BY = f ∗B and DY = f ∗D, we have BY ∼Q

∑r
i=1 bif

∗∆i, hence Y , f ∗∆,
BY and DY satisfy the assumptions of the theorem. We claim that it suffices to show
that the maps Hq(Y,OY (−BY − DY )) → Hq(Y,OY (−BY )) are surjective: indeed,
this follows from the commutative diagram

Hq(Y,OY (−BY −DY )) //

��

Hq(Y,OY (−BY ))

��
Hq(X,OX(−B −D)) // Hq(X,OX(−B))

where the vertical maps are the surjective maps induced by Trk(Y )/k(X), which are
dual to the maps from the proof of Lemma 4.13. Therefore, after replacing X by
Y , ∆ by f ∗∆, B by BY and D by DY , we may assume that there is a line bundle L
on X such that OX(∆1) ' Lm.

Let g : Z → X be the m-cyclic covering corresponding to a section of Lm which
defines ∆1. Then Z is a smooth variety, and we have g∗∆1 = m∆′1 and g∗∆i = ∆′i
for all i ≥ 2, where all ∆′i are disjoint unions of smooth prime divisors and ∆Z =∑r

i=1 ∆′i has simple normal crossings. Defining DZ = g∗D and BZ = g∗B + (1 −
a1)∆′1, we have BZ ∼Q ∆′1 +

∑r
i=2 bi∆

′
i. By induction, the maps

Hq(Z,OZ(−BZ −DZ))→ Hq(Z,OZ(−BZ)) (4.14)

are surjective for all q. We have g∗L ' OZ(∆′1) by Proposition 4.15, hence by the
projection formula and by (4.5):

g∗OZ(−BZ) = g∗OZ(−g∗B + (a1 − 1)∆′1) ' OX(−B)⊗ g∗g∗La1−1

=
m−1⊕
j=0

OX(−B)⊗ La1−1−j.

Since g is finite, this yields

Hq(Z,OZ(−BZ)) '
m−1⊕
j=0

Hq(X,OX(−B)⊗ La1−1−j),

and similarly

Hq(Z,OZ(−BZ −DZ)) '
m−1⊕
j=0

Hq(X,OX(−B −D)⊗ La1−1−j).
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By assumption we have 1 ≤ a1 ≤ m − 1, and the map (4.14) splits through the
summands. Taking the component corresponding to j = a1 − 1, we obtain that the
maps

Hq(X,OX(−B −D))→ Hq(X,OX(−B))

are surjective for all q.

4.8 Kawamata-Viehweg vanishing

Another consequence of Theorem 4.21 is the following strong generalisation of the
Kodaira vanishing, in which ampleness is replaced by its birationally stable version
– nef and big. We start first with the following important and difficult theorem on
the resolution of singularities by Hironaka, which we, of course, do not prove.

Theorem 4.23. Let X be a complex algebraic variety, and let D be an effective
Cartier divisor on X. Then there exist a smooth variety Y and a projective birational
morphism µ : Y → X such that the exceptional locus Exc(µ) is a divisor, and the
support of the divisor µ∗D + Exc(µ) has simple normal crossings.

Furthermore, if A is an ample Q-divisor on X, then for every ε > 0 there exists
an effective µ-exceptional divisor F on Y such that the coefficients of F are smaller
than ε and such that µ∗A− F is ample.

The second part of the previous theorem actually holds under more general
conditions and is not too difficult to prove, but it requires knowing properties of
ampleness relative to a morphism, so we take it on faith.

Now we are ready to prove the Kawamata-Viehweg vanishing.

Theorem 4.24. Let X be a smooth complex projective variety of dimension n, and
let B be a Cartier divisor on X such that B ∼Q N + ∆, where N is a nef and big
Q-divisor and ∆ =

∑
δi∆i is a Q-divisor with simple normal crossings support such

that 0 < δi < 1 for all i, and all ∆i are prime divisors. Then

H i(X,OX(KX +B)) = 0 for i > 0.

Equivalently, by Serre duality,

H i(X,OX(−B)) = 0 for i < n.

Proof. We proceed in three steps.

Step 1. Assume that N is ample. By the cohomological criterion for ampleness, we
can choose a large integer m such that mN is very ample and that

H i(X,OX(KX +B +mN)) = 0 for i > 0.
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By Bertini’s theorem, pick a general smooth element D ∈ |mN |. Then the divisor
∆ + 1

m
D has simple normal crossings support, and B ∼Q ∆ + 1

m
D. By Theorem

4.21, the map

H i(X,OX(KX +B))→ H i(X,OX(KX +B +D))

is injective for all i, and the theorem follows in this case.

Step 2. With assumptions from the theorem, assume that ∆ = 0. By Lemma
3.48, there exists an effective divisor E such that N − 1

k
E is ample for k � 0. By

Theorem 4.23, there exist a smooth projective variety Y and a birational morphism
µ : Y → X such that Exc(µ) is a divisor and such that Exc(µ) + µ∗E has simple
normal crossings support. Pick k � 0 such that the coefficients of 1

k
µ∗E are smaller

than 1, and denote A = N − 1
k
E. By Theorem 4.23 again, there is an effective µ-

exceptional divisor F with small coefficients such that AY = µ∗A−F is ample, and
such that ∆Y = F + 1

k
µ∗E has coefficients smaller than 1. Since µ∗B ∼Q AY + ∆Y ,

by Step 1 we have

H i(Y,OY (KY + µ∗B)) = 0 for i > 0.

We have µ∗OY (KY + µ∗B) = OX(KX +B) by the ramification formula and by the
projection formula, hence to prove the theorem under the assumptions of this step,
by Theorem 2.57 it suffices to show that

Riµ∗OY (KY + µ∗B) = 0 for i > 0. (4.15)

We will prove this using the Leray spectral sequence. First, fix an ample divisor H
on X, and let r be any positive integer. Since B + rH is ample, as above we show
that

H i(Y,OY (KY + µ∗B + µ∗(rH)) = 0 for i > 0. (4.16)

Now, consider the Leray spectral sequence (which depends on r):

Epq
2 (r) = Hq(X,Rpµ∗OY (KY + µ∗B + µ∗(rH)))

=⇒ Hp+q(Y,OY (KY + µ∗B + µ∗(rH))).

Since Epq
2 (r) = Hq(X,Rpµ∗OY (KY + µ∗B)⊗OX(rH))) by the projection formula,

we have Epq
2 (r) = 0 for q > 0 and for all p when r � 0 by the cohomological criterion

for ampleness. In particular, the E2-table of this spectral sequence consists of only
one row, hence this implies Ep,0

2 (r) = Ep,0
∞ (r) for r � 0.

On the one hand, the vector space Ep,0
∞ (r) is a direct summand of Hp(Y,OY (KY +

µ∗B + µ∗(rH))), hence
Ep,0
∞ (r) = 0 for p > 0
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by (4.16). On the other hand,

Ep,0
2 (r) = H0(X,Rpµ∗OY (KY + µ∗B)⊗OX(rH)),

and the sheaf Rpµ∗OY (KY + µ∗B)⊗OX(rH) is globally generated for r � 0 since
H is ample. Hence this sheaf is the zero sheaf, and this implies (4.15).

Step 3. Now we prove the full statement of the theorem, and this is similar to the
proof of Theorem 4.21 above.

The proof is by induction on the number of components of ∆. If this number is
zero, the theorem follows from Step 2. Otherwise, let m be a positive integer such
that a1 = mδ1 is an integer ≤ m−1. By Corollary 4.20 there exist a smooth variety
Y , a finite surjective morphism f : Y → X and a line bundle L on Y such that
OY (f ∗∆1) ' Lm and ∆Y = f ∗∆ is a divisor with simple normal crossings support.
Denoting BY = f ∗B and NY = f ∗N , we have BY ∼Q NY + ∆Y . We claim that it
suffices to show that H i(Y,OY (−BY )) = 0 for i < n: indeed, there are surjective
maps

H i(Y,OY (−BY ))→ Hq(X,OX(−B))

induced by Trk(Y )/k(X), which are dual to the maps from the proof of Lemma 4.13.
Therefore, after replacing X by Y , ∆ by ∆Y , B by BY and N by NY , we may
assume that there is a line bundle L on X such that OX(∆1) ' Lm.

Let g : Z → X be the m-cyclic covering corresponding to a section of Lm which
defines ∆1. Then Z is a smooth variety, and we have g∗∆1 = m∆′1 and g∗∆i =
∆′i for all i ≥ 2, where all ∆′i are disjoint unions of smooth prime divisors and
∆Z =

∑r
i=1 ∆′i has simple normal crossings. Defining BZ = g∗B − a1∆′1, we have

BZ ∼Q g
∗N +

∑r
i=2 bi∆

′
i, hence by induction:

H i(Z,OZ(−BZ)) = 0 for i < n. (4.17)

We have g∗L ' OZ(∆′1) by Proposition 4.15, hence by the projection formula and
by (4.5):

g∗OZ(−BZ) = g∗OZ(−g∗B + a1∆′1) '
m−1⊕
j=0

OX(−B)⊗ La1−j.

Since g is finite, this yields

H i(Z,OZ(−BZ)) '
m−1⊕
j=0

H i(X,OX(−B)⊗ La1−j).

By assumption we have 1 ≤ a1 ≤ m−1, and the component corresponding to j = a1

is H i(X,OX(−B)), which together with (4.17) proves the theorem.
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Note also the following easy corollary:

Corollary 4.25. Let X be a smooth complex projective variety of dimension n, and
let B be a Cartier divisor on X such that B ∼Q A + ∆, where A is a ample Q-
divisor and ∆ =

∑
δi∆i is a Q-divisor with simple normal crossings support such

that 0 < δi ≤ 1 for all i, and all ∆i are prime divisors. Then

H i(X,OX(KX +B)) = 0 for i > 0.

4.9 The canonical ring on surfaces

We have almost all the tools to prove that the canonical ring on a surface is finitely
generated. The main remaining technical ingredient is the Zariski decomposition.

4.9.1 Zariski decomposition

Definition 4.26. Let X be a smooth projective surface and let D =
∑r

i=1 diDi be
a Q-divisor on X, where Di are prime divisors and di 6= 0 for every i. Then the
intersection matrix of D is the (r × r)-matrix (Di ·Dj).

Theorem 4.27. Let X be a smooth projective surface and let D be an effective Q-
divisor on X. Then there is a unique decomposition D = P + N , where P and N
are Q-divisors (the positive and negative parts of D) such that

(i) P is nef,

(ii) N ≥ 0, and if N 6= 0, then the intersection matrix of N is negative definite,

(iii) P · C = 0 for every irreducible component C of N .

For an R-divisor D =
∑
diDi on a projective variety X, we define bDc =∑

bdicDi. We will also use repeatedly in this subsection the fact that if C is a curve
on a smooth surface X and if M is an effective divisor on X which does not contain
C in its support, then M · C ≥ 0: indeed, this follows from M · C = degC(M |C).

The main and immediate corollary of the Zariski decomposition is the following.

Corollary 4.28. With assumptions from Theorem 4.27, if D is an integral divisor,
then the natural map

H0(X,OX(bmP c))→ H0(X,OX(mD))

is bijective for every m ≥ 1.
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Proof. Let D′ ∈ |mD|. We first claim that it suffices to show that D′ ≥ mN .
Indeed, the claim implies that mN ≤ Fix |mD|, and the corollary follows easily, cf.
the paragraph after Example 2.29.

Hence, to prove the claim we may replace all the divisors in question by a multi-
ple, so without loss of generality we may assume that P and N are integral and that
m = 1. Let Ei be all the prime components of N . Then we can write D = M + E,
where M and E are effective divisors such that SuppE ⊆ SuppN and M does not
contain any Ei in its support. Thus we want to show that E ≥ N . Equivalently, if
we write E−N = N ′−N ′′, where N ′ and N ′′ are effective divisors with no common
components, we need to get N ′′ = 0.

Now, since D′ −N ∼ P , we have by Theorem 4.27(iii),

(E −N) ·Ei = (D′−M −N) ·Ei = (P −M) ·Ei = −M ·Ei ≤ 0 for all i. (4.18)

Assume for contradiction that N ′′ 6= 0. Since SuppN ′′ ⊆ SuppN , we have N ′′ ·N ′′ <
0 by Theorem 4.27(ii), and thus

(E −N) ·N ′′ = N ′ ·N ′′ −N ′′ ·N ′′ > 0,

which contradicts (4.18).

Now we turn to the proof of the Zariski decomposition. We first need the fol-
lowing lemma.

Lemma 4.29. Let X be a smooth projective surface, and let N 6= 0 be an Q-divisor
whose intersection matrix is not negative definite. Then there exists an effective nef
Q-divisor E 6= 0 such that SuppE ⊆ SuppN .

Proof. Let E1, . . . , Er be the components of N , and let N be the intersection matrix
of N . There are two cases: either N is not negative semidefinite or it is negative
semidefinite.

Assume first that N is not negative semidefinite. Then there exists a row
b = (b1, . . . , br) ∈ Qr such that bNbt > 0, and if we denote B =

∑
biEi, this

is equivalent to B2 > 0. Write B = B1 −B2, where B1 and B2 are effective divisors
with no common components. Then

0 < B2 = B2
1 − 2B1B2 +B2

2 ,

hence B2
1 > 0 or B2

2 > 0. Therefore, replacing B by B1 or by B2, we may assume
that there exists an effective Q-divisor B such that B2 > 0.

From Theorem 3.10 we have

χ(OX(mB)) = χ(OX) +
1

2
mB · (mB −KX),
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which clearly grows like O(m2). On the other hand, if H is a smooth very ample
divisor on X, then degH(KX −mB) = (KX −mB) · H < 0 for m � 0, hence the
divisor KX −mB cannot be linearly equivalent to an effective divisor. By the Serre
duality, for m� 0 this implies

χ(OX(mB)) = h0(X,OX(mB))− h1(X,OX(mB)) + h0(X,OX(KX −mB))

≤ h0(X,OX(mB)),

and thus the divisor B is big. For m� 0, pick B′ ∈ |mB|, and write B′ = Mm+Fm,
where Mm and Fm are the moving and fixed parts of mB respectively. Then Mm

is a nonzero effective divisor. Moreover, Mm is nef: indeed, if C were a curve such
that Mm ·C < 0, then C would belong to the support of Mm. Since this is then true
for every element of the linear system |Mm|, this would imply by definition that C
belongs to Fix |Mm|, a contradiction.

Therefore, we set E = Mm in this case.

Now assume that N is negative semidefinite. We argue by induction on r (the
number of components of N).

If r = 1, then N2 = E2
1 = 0, hence E1 is nef and we set E = E1.

Now suppose that r > 1. Since N is negative semidefinite but not negative
definite, there exists an eigenvalue of N which is equal to zero, and hence detN = 0.
We claim that there exists a Q-divisor R =

∑
riEi 6= 0 such that R · Ei = 0 for

every i: indeed, these relations give a system of linear equations whose determinant
is detN , hence its system of solutions is a positive dimensional rational vector
subspace of Rr (since the entries of N are integers).

If R ≥ 0 or −R ≥ 0, then R, respectively −R, is nef, and we set E = R,
respectively E = −R. Otherwise, write R = R1−R2, where R1 and R2 are nonzero
effective divisors with no common components. Then

0 = R2 = R2
1 − 2R1R2 +R2

2,

and since N is negative semidefinite, we have R2
1 ≤ 0 and R2

2 ≤ 0. Therefore
R2

1 = R2
2 = 0. The divisor R1 has fewer components than R, and R2

1 = 0 implies
that the intersection matrix of R1 is negative semidefinite, but not negative definite.
We finish by induction.

Proof of Theorem 4.27. We first prove uniqueness. Assume that there are two de-
compositions D = N+P and D = N ′+P ′ satisfying the assumptions of the theorem,
where N =

∑
niEi and N ′ =

∑
n′iEi (here we allow that some ni and n′i are zero).

Denote N ′′ =
∑

min{ni, n′i}Ei, N0 = N − N ′′ ≥ 0 and N ′0 = N ′ − N ′′ ≥ 0. Then
P +N0 = P ′+N ′0, and N0 and N ′0 have no common components. We have P ·N0 = 0
by the property (iii) and P ′ ·N0 ≥ 0 since P ′ is nef. Hence, if N0 6= 0, then

0 > N2
0 = (P +N0) ·N0 = (P ′ +N ′0) ·N0 ≥ N0 ·N ′0 ≥ 0,
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a contradiction. This shows N ′ ≥ N , and by symmetry N ≥ N ′, which implies
uniqueness.

Now we prove existence. Write D =
∑t

i=1 diCi, where Ci are prime divisors and
di > 0. For every D′ =

∑t
i=1 xiCi with 0 ≤ xi ≤ di for all i, we have that D′ is nef

if and only if
∑t

i=1 xiCi · Cj ≥ 0 for all j = 1, . . . , t. Let

K =
t⋂

j=1

{
(x1, . . . , xt) ∈

t∏
i=1

[0, di] |
t∑
i=1

xiCi · Cj ≥ 0
}
.

Then K is a rational polytope. For each τ ∈ [0, 1], let Hτ be the hyperplane
{(x1, . . . , xt) ∈ Rt |

∑
xi = τ

∑
di}, and let τ0 be the maximal value of τ for which

Hτ ∩ K 6= ∅. Then it is clear that τ0 ∈ Q since K is a rational polytope. Pick any
rational t-tuple (y1, . . . , yt) ∈ Hτ0 ∩ K, and set P =

∑t
i=1 yiCi and N = D − P .

Then by definition P is nef and 0 ≤ P ≤ D, hence N ≥ 0, which shows (i).
For (ii), suppose that P ·Ci > 0 for some prime component Ci of N . In particular

εCi ≤ N for some 0 < ε � 1, hence P + εCi ≤ D. Moreover, P + εCi is nef for ε
very small. But then P + εCi belongs to K, which contradicts the construction of
P .

For (iii), suppose thatN 6= 0 and that the intersection matrix ofN is not negative
definite. Then by Lemma 4.29 there exists an nonzero, nef and effective Q-divisor E
such that SuppE ⊆ SuppN . Then for 0 < ε� 1 we have N − εE ≥ 0 and P + εE
is nef. Since P + εE belongs to K, this again contradicts the construction of P .

4.9.2 The finite generation of the canonical ring

We can finally address the question of the finite generation of the ring

R(X,KX) =
⊕
m≥0

H0(X,mKX),

where X is a smooth surface. Recall that the Kodaira dimension of X is an element
of the set {−∞, 0, 1, 2}. If κ(X) = −∞, then R(X,KX) = C. If κ(X) = 0, then
some Veronese subring (cf. the proof of Theorem 3.34) of R(X,KX) is isomorphic
to the polynomial ring, hence finitely generated.

If κ(X) = 1, then by the classification of surfaces, there exists a morphism
π : X → P1 such that the generic fibre of π is an elliptic curve. Then by Kodaira’s
canonical bundle formula, some multiple of KX is the pullback of a Cartier divisor
D on P1, and the finite generation follows since the section ring of any divisor
on a curve is finitely generated (since the divisor is either ample, anti-ample or
numerically trivial).

Hence, it remains to show the following.
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Theorem 4.30. Let X be a smooth projective surface of general type. Then the
canonical ring of X is finitely generated.

In the proof we need the following result which we will not prove; the proof is
not too difficult but is long, and it is worth noting that it is a nice application of a
more general version of Theorem 3.34.

Theorem 4.31. Let X be a projective variety, and let D be a Cartier divisor on X
such that Bs |D| is a finite set. Then D is semiample.

Finally, we have:

Proof of Theorem 4.30. Since KX is big, there exist an ample Q-divisor A and an
effective Q-divisor E such thatKX ∼Q A+E. By Theorem 4.23, there exist a smooth
projective surface Y and a birational morphism f : Y → X such that Exc(f) + f ∗E
has simple normal crossings support, and a small effective f -exceptional divisor F
on Y such that AY = f ∗A− F is ample. By the ramification formula we have

KY ∼ f ∗KX +G,

where G is an effective f -exceptional divisor, and write EY = f ∗E + F + G. Then
KY ∼Q AY +EY , and by Bertini’s theorem, there exists a Q-divisor A′Y ∼Q AY such
that the divisor A′Y + EY has simple normal crossings support. Furthermore, by
the projection formula and by Lemma 2.24 we have R(Y,KY ) ' R(X,KX). Hence
replacing X by Y , A by A′Y and E by EY , we may assume that the divisor A + E
has simple normal crossings support.

Pick a rational number 0 < ε� 1 such that bεEc = 0, and let

(1 + ε)(A+ E) = P +N (4.19)

be the Zariski decomposition of (1+ε)(A+E) ∼Q KX +ε(A+E). Note that by the
proof of Theorem 4.27, P and N are effective divisors supported on Supp(A + E).
Let ` be a positive integer such that B(P ) = Bs |`P |. If we write `P = M0 + F0,
where M0 = Mob(`P ) and F0 = Fix |`P |, then M0 is semiample by Theorem 4.31
and SuppF0 ⊆ B(P ). Thus, for some integer `′ � 0, the linear system |`′M0| is
basepoint free, and Bertini’s theorem implies that a general element M ′

0 of |`′M0| is
a smooth subvariety. Setting M = 1

``′
M ′

0 and F = 1
`
F0, we have P ∼Q M + F . If

we replace A by A+ 1
1+ε

(M + F − P ), we may assume that

(a) P = M + F , where M and F are effective Q-divisors,

(b) Supp(M + F +N) has simple normal crossings,

(c) SuppF ⊆ B(P ),
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(d) the coefficients of M are much smaller than the coefficients of F .

Now, let m be a positive integer such that mεA, mεE, mP and mN are all
integral divisors and m(1 + ε)KX ∼ m(1 + ε)(A + E). Then the Veronese subring
R(X,KX)(m(1+ε)) (cf. the proof of Theorem 3.34) is isomorphic to R(X,mP ) by
Corollary 4.28. If P is semiample, then the canonical ring R(X,KX) is finitely
generated by Theorem 3.34 and its proof.

Therefore, we may assume that P is not semiample, and in particular, B(P )
contains a curve by Theorem 4.31 and thus F 6= 0. Our goal is to use the Kawamata-
Viehweg vanishing (in the form of Corollary 4.25) to derive a contradiction. More
precisely, we claim that there exist:

(i) an integral divisor R such that 0 ≤ R ≤ dNe,

(ii) an ample Q-divisor A′ and an effective divisor B′ with simple normal crossings
support such that the coefficients of B′ are ≤ 1 and bB′c ⊆ B(P ), and a
positive integer m with Bs |mP | = B(P ) and

mP +R ∼Q KX + A′ +B′, (4.20)

(iii) a prime divisor S ⊆ bB′c such that H0(S,OS((mP +R)|S)) 6= 0.

Assuming the claim, let us see how it quickly implies the theorem. The long
cohomology sequence associated to the exact sequence

0→ OX(mP +R− S)→ OX(mP +R)→ OS((mP +R)|S)→ 0

together with (4.20) and Corollary 4.25 imply that the map

H0(X,OX(mP +R))→ H0(S,OS((mP +R)|S))

is surjective. This and (iii) show that the map

H0(X,OX(mP +R− S))→ H0(X,OX(mP +R))

is not an isomorphism, which is equivalent to S * Bs |mP + R| (exercise!). Since
0 ≤ R ≤ dNe ≤ dmNe = mN by (i), the composition of injective maps

H0(X,OX(mP ))→ H0(X,OX(mP +R))→ H0(X,OX(mP +mN))

is an isomorphism by Corollary 4.28, hence so is the first map. But this implies
Bs |mP + R| = Bs |mP | ∪ SuppR (exercise!), and thus S * Bs |mP | = B(P ), a
contradiction.
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Now we prove the claim. Noting that bεE −Nc ≤ 0, let

λ = sup{t ≥ 0 | bεE + tP −Nc ≤ 0} > 0,

and denote Q = εE + λP − N . If Q =
∑
qiQi, where Qi are prime divisors, then

qi ≤ 1. Moreover, if qi = 1, then Qi ⊆ SuppF ⊆ B(P ) by (a), (c) and (d) above,
and if qi < 0, then Qi ⊆ SuppN by construction. Set

R = −
∑
qi<0

bqicQi.

Then (i) is immediate. Denote

B′ = Q+R =
∑
qi≥0

qiQi +
∑
qi<0

(qi − bqic)Qi.

Then it is clear that the coefficients of B′ lie in the interval (0, 1] and that bB′c ⊆
B(P ). Let m > λ + 1 be a sufficiently large positive integer such that mεA, mεE,
mP and mN are integral divisors and B(P ) = Bs |mP |. Let A′ = εA+(m−1−λ)P ,
and note that A′ is ample since P is nef and m− 1−λ > 0. Then by (4.19) we have

mP +R = (1 + ε)(A+ E)−N + (m− 1)P +R ∼Q KX + A′ +B′,

which shows (ii).
Finally, fix a prime divisor S in bB′c, and let g be the genus of S. Note that

S * SuppR by construction, and therefore degS((mP + R)|S) ≥ 0 since P is nef.
In particular, this implies (iii) for g = 0. If g ≥ 1, then by adjunction:

(mP +R)|S ∼Q KS + A′|S + (B′ − S)|S.

Since degS(A′|S + (B′ − S)|S) > 0, by the Riemann-Roch we have

h0(S,OS((mP +R)|S)) ≥ deg(mP +R)|S − g + 1

= 2g − 2 + deg(A′|S + (B′ − S)|S)− g + 1

> g − 1 ≥ 0,

which finishes the proof of the claim.

4.10 Proof of Proposition 4.22

We now prove Proposition 4.22. Let X be a smooth projective variety and let ∆
be a reduced simple normal crossings divisor on X. Recall from Section 4.5 that we
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have a complex of differentials with log poles Ω•X(log ∆). If we denote U = X \∆
and by j : U → X the inclusion, then we have the inclusion of complexes

Ω•X(log ∆)→ j∗Ω
•
U .

Indeed, j∗Ω
•
U is the complex of sheaves of meromorphic differentials on X which are

regular on U , hence the inclusion follows from the definition of Ω•X(log ∆).
The first important result is the following.

Theorem 4.32. Let X be a smooth projective variety and let ∆ be a reduced simple
normal crossings divisor on X. Denote U = X \ ∆ and let j : U → X be the
inclusion. Then the inclusion of complexes

Ω•X(log ∆)→ j∗Ω
•
U

is a quasi-isomorphism.

Recall from Subsection 1.4.2 that to the complex Ω•X(log ∆) we can associate the
Hodge-to-de Rham spectral sequence

Ep,q
1 = Hq(X,Ωp

X(log ∆)) =⇒
p

Hp+q(X,Ω•X(log ∆)).

Then we have:

Theorem 4.33. Let X be a smooth projective variety and let ∆ be a reduced simple
normal crossings divisor on X. Then the Hodge-to-de Rham spectral sequence

Ep,q
1 = Hq(X,Ωp

X(log ∆)) =⇒
p

Hp+q(X,Ω•X(log ∆))

degenerates at E1.

The first proof of Theorem 4.32 was given by Grothendieck. The first proof of
Theorem 4.33 was given by Deligne, and note that when ∆ = 0, it follows easily
from the classical Hodge theory and from (1.6). We will prove these two results
algebraically in the sections below. Assuming Theorems 4.32 and 4.33, we can now
prove Proposition 4.22.

Proof of Proposition 4.22. Denote n = dimX and U = X \ ∆, and let j : U → X
be the inclusion. Consider the Hodge-to-de Rham spectral sequences

Ep,q
1 = Hq(X,Ωp

X(log ∆)) =⇒
p

Hp+q(X,Ω•X(log ∆)),

Êp,q
1 = Hq(X, j∗Ω

p
U) =⇒

p
Hp+q(X, j∗Ω

•
U).
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Since Ep,q
1 = Êp,q

1 = 0 for p > n, we have surjections En,q
1 → En,q

∞ and Ên,q
1 → Ên,q

∞
for all q, which by (1.5) induce canonical morphisms

θq : En,q
1 → Hn+q(X,Ω•X(log ∆)) and θ̂q : Ên,q

1 → Hn+q(X, j∗Ω
•
U),

where θq are injective since En,q
1 ' En,q

∞ by Theorem 4.33. Since the constructions
are functorial, we get the commutative diagram

Hq(X,OX(KX + ∆))
θq //

iq
��

Hn+q(X,Ω•X(log ∆))

jq
��

Hq(X, j∗OU(KU))
θ̂q // Hn+q(X, j∗Ω

•
U)

The maps jq are isomorphisms by Theorem 4.32, and hence the maps iq are injective.
Now, consider the inclusions

OX → OX(D)→ j∗OU .

Tensoring this sequence with OX(KX + ∆) and passing to the long exact sequence
in cohomology, for each q ≥ 0 we obtain the diagram

Hq(X,OX(KX + ∆))
δq //

iq ++

Hq(X,OX(KX + ∆ +D))

��
Hq(X, j∗OU(KU))

The injectivity of iq implies that δq is injective, which is what we needed.

4.11 Residues*

In this section we prove Theorem 4.32. To this end, we need to extend the setup
already used in the second proof of the Kodaira vanishing.

Definition 4.34. Let X be a smooth variety and let D be a reduced simple normal
crossings divisor on X. Let (x1, . . . , xr) be a local coordinate system around a point
p ∈ X such that Dj is locally given by xj for j = 1, . . . , s. Denote

δj =

{
dxj
xj

if j ≤ s,

dxj if j > s,

and for I = {i1, . . . , ij} ⊆ {1, . . . , s} with i1 < j2 < · · · < ij, set δI = δi1 ∧ · · · ∧ δij .
For a ≥ 1 and for each local section ϕ ∈ Ωa

X(logD), we can write

ϕ = ϕ1 + ϕ2 ∧ δ1,
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where ϕ1 is an a-form which lies in the span of δI with 1 /∈ I, and ϕ2 is an (a−1)-form
which lies in the span of δI with 1 /∈ I. Then we define the map

βa : Ωa
X(logD)→ Ωa−1

D1
(log(D −D1)|D1)

ϕ 7→ ϕ2|D1 .

For a ≥ 0, let

γa : Ωa
X(log(D −D1))→ Ωa

D1
(log(D −D1)|D1)

be the restriction of differential forms.

Then one can easily prove the following:

Proposition 4.35. With notation from Definition 4.34, there are exact sequences

0→ Ωa
X(log(D −D1))

ıa−→ Ωa
X(logD)

βa−→ Ωa−1
D1

(log(D −D1)|D1)→ 0 (4.21)

and

0→ Ωa
X(logD)⊗OX(−D1)

a−→ Ωa
X(log(D −D1))

γa−→ Ωa
D1

(log(D −D1)|D1)→ 0, (4.22)

where ıa and a are obvious inclusions of forms.

Proof. The maps βa and γa are clearly surjective, so we only need to find the kernels
of these maps.

With the conventions from Definition 4.34, the kernel of βa consists of locally of
forms ϕ = ϕ1 + ϕ2 ∧ δ1, where ϕ2 is divisible by x1. But these forms are clearly log
forms which are regular along D1, hence (4.21) follows.

For (4.22), each local section ϕ ∈ Ωa
X(log(D − D1)) can be written as ϕ =

ϕ1 + ϕ2 ∧ dx1, where ϕ1 is an a-form which lies in the span of δI with 1 /∈ I, and
ϕ2 is an (a − 1)-form which lies in the span of δI with 1 /∈ I. Then ϕ ∈ ker γa if
and only if ϕ1 = x1ϕ

′
1 for some a-form which lies in the span of δI with 1 /∈ I. This

implies

ϕ = x1ϕ
′
1 + ϕ2 ∧ (x1δ1) = x1(ϕ′1 + ϕ2 ∧ δ1),

which finishes the proof.

Definition 4.36. With notation from Definition 4.34, let E be a locally free coherent
sheaf on X. Let

∇ : E → Ω1
X(logD)⊗ E
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be a C-linear map such that for local sections f ∈ OX and e ∈ E we have

∇(fe) = f∇(e) + df ⊗ e.

For local sections ω ∈ Ωa
X(logD) and e ∈ E we define

∇a : Ωa
X(logD)⊗ E → Ωa+1

X (logD)⊗ E
ω ⊗ e 7→ dω ⊗ e+ (−1)aω ∧∇(e).

If ∇a+1 ◦∇a = 0 for all a, then ∇ is an (integrable logarithmic) connection along D,
and the complex (Ω•X(logD)⊗E ,∇•) is the logarithmic de Rham complex of (E ,∇).
The residue map along D1 is the map

ResD1(∇) : E ∇−→ Ω1
X(logD)⊗ E β1⊗idE−−−−→ OD1 ⊗ E = E|D1 .

We will only use connections in the case when E is a line bundle.

Lemma 4.37. With notation from Definition 4.34, let (E ,∆) be a locally free co-
herent sheaf on X with a connection along D. Then:

(a) ResD1(∇) is OX-linear, and there exists a map Res0
D1

(∇) : E|D1 → E|D1 such
that we have the commutative diagram

E r //

ResD1
(∇) &&

E|D1

Res0D1
(∇)

��
E|D1

where r is the restriction to D1,

(b) if ıa : Ωa
X(log(D − D1)) → Ωa

X(logD) is the obvious inclusion, then for each
a ≥ 0 we have the commutative diagram

Ωa
X(log(D −D1))⊗ E ∇a◦(ıa⊗idE) //

γa⊗idE
��

Ωa
X(logD)⊗ E

βa⊗idE
��

Ωa
D1

(log(D −D1)|D1)⊗ E Ωa
D1

(log(D −D1)|D1)⊗ E

Ωa
D1

(log(D −D1)|D1)⊗ E|D1

((−1)aid)⊗Res0D1
(∇)
// Ωa

D1
(log(D −D1)|D1)⊗ E|D1

Proof. Denote β′a = βa ⊗ idE . For local sections f ∈ OX and e ∈ E we have

ResD1(∇)(fe) = β′1(f∇(e) + df ⊗ e) = β′1(f∇(e)) = f |D1 ResD1(∇)(e).
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Since r(fe) = f |D1⊗e, we set Res0
D1

(∇)(f |D1⊗e) = f |D1 ResD1(∇)(e), which proves
(a).

For (b), let ω ∈ Ωa
X(log(D −D1)) and e ∈ E be local sections. The form ω can

be written as ω = ω1 + ω2 ∧ dx1, where ω1 is an a-form which lies in the span of δI
with 1 /∈ I, and ω2 is an (a− 1)-form which lies in the span of δI with 1 /∈ I. Then

β′a(∇a(ω ⊗ e)) = β′a(dω ⊗ e+ (−1)aω ∧∇(e)) = β′a((−1)aω ∧∇(e))

= β′a((−1)aω1 ∧∇(e)) + β′a((−1)ax1ω2 ∧ δ1 ∧∇(e))

= β′a((−1)aω1 ∧∇(e)) = (−1)aω1|D1 Res0
D1

(∇)(e|D1).

On the other hand, γa(ω)⊗ e = ω1|D1 ⊗ e, and the conclusion follows.

Notation 4.38. Let X be a variety, let D be a Cartier divisor on X and let F be
a sheaf on X. Then we use the notation F(D) = F ⊗OX(D).

Lemma 4.39. With notation from Definition 4.34, let (E ,∆) be a locally free co-
herent sheaf on X with a connection along D. Let B =

∑r
j=1 µjDj be any divisor

supported on D. Then ∇ induces a connection with logarithmic poles ∇B on E(B),
and we have

Res0
D1

(∇B) = (Res0
D1

(∇)− µ1idD1)⊗ idOX(B).

Proof. Let σ = eb be a local section of E(B), for local sections e ∈ E and b =∏s
j=1 x

−µj
j ∈ OX(B). We set

∇B(σ) = b∇(e) + db⊗ e = b∇(e) +
s∑

k=1

(−µkδkb)⊗ e ∈ Ω1
X(logD)⊗ E(B),

and hence

ResD1(∇B(σ)) = b⊗ (ResD1(∇(e))− µ1 ⊗ e|D1),

which finishes the proof.

Lemma 4.40. With notation from Definition 4.34, let (E ,∆) be a locally free coher-
ent sheaf on X with a connection along D. Assume that the map Res0

D1
(∇) : E|D1 →

E|D1 is an isomorphism. Then the inclusion of complexes

(Ω•X(logD)⊗ E(−D1),∇−D1
• )→ (Ω•X(logD)⊗ E ,∇•)

is a quasi-isomorphism.

In particular, let B =
∑r

j=1 µjDj be any divisor supported on D. Then the
complexes (Ω•X(logD), d) and (Ω•X(logD)⊗OX(B), d) are quasi-isomorphic.
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Proof. For each a = 0, . . . , n, let ıa and a be the maps from Proposition 4.35, and
consider the complex E (a):

E(−D1)
∇−D1

1−−−→ . . .
∇−D1
a−2−−−→ Ωa−1

X (logD)⊗ E(−D1)

(a⊗idE)◦∇−D1
a−1−−−−−−−−−→ Ωa

X(log(D −D1))⊗ E
∇a◦(ıa⊗idE)−−−−−−−→ Ωa+1

X (logD)⊗ E ∇a+1−−−→ . . .
∇n−1−−−→ Ωn

X(logD)⊗ E .

We need to show that E (0) and E (n) are quasi-isomorphic. For a ≤ n− 1, there are
inclusions E (a+1) → E (a) induced by ıa+1 and a. Therefore, combining (4.21) and
(4.22) with Lemma 4.37(b), we obtain that the complex E (a)/E (a+1) is

0→ Ωa
D1

(log(D −D1)|D1)⊗ E
((−1)aid)⊗Res0D1

(∇)

−−−−−−−−−−−−→ Ωa
D1

(log(D −D1)|D1)⊗ E → 0.

Since Res0
D1

(∇) is an isomorphism, the complex E (a)/E (a+1) has no cohomology,
hence E (a) and E (a+1) are quasi-isomorphic.

For the second statement, observe that the residues Res0
Di

(d) : ODi → ODi asso-
ciated to the standard differential on OX are zero maps for all i. Then by Lemma
4.39, for every divisor B =

∑r
j=1 µjDj with µi ≥ 1 the residue

Res0
Di

(d) : O(B)|Di → O(B)|Di

is an isomorphism, hence the complexes

(Ω•X(logD)⊗OX(B −Di), d) and (Ω•X(logD)⊗OX(B), d)

are quasi-isomorphic by the first statement of the lemma. Now the proof follows by
induction on the sum

∑r
j=1 µj.

Finally, we have:

Proof of Theorem 4.32. Consider the complexes Cm = Ω•X(log ∆) ⊗ OX(m∆) for
m ≥ 0. It is clear that Cm ⊆ Cm+1 for all m, and that these are subcomplexes of
j∗Ω

•
U such that j∗Ω

•
U =

⋃
m≥0 Cm. By Lemma 4.40, the complexes C0 and Cm are

quasi-isomorphic, hence Hi(Cm/C0) = 0 for every m ≥ 0 and every i. Therefore,

Hi(j∗Ω
•
U/Ω

•
X(log ∆)) = lim

−→
Hi(Cm+1/C0) = 0 for all i,

which finishes the proof.
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4.12 Degeneration of Hodge-to-de Rham*

4.12.1 Good reduction modulo p

Let X be a complex projective variety and let ∆ be a reduced divisor on X. We can
assume that X ⊆ PNC for some positive integer N , and hence X and ∆ are defined in
PNC by a finite set of equations. Let a1, . . . , a` be the coefficients of these equations,
set R = Z[a1, . . . , a`], and let X and D be subvarieties of PNR cut out by the same
equations. Then we have the Cartesian diagram

(X,∆) //

��

(X ,D)

f

��
SpecC // SpecR

In other words, the fibre over the generic point 0 ∈ SpecR of the map f : X →
SpecR is precisely X. We want to investigate nearby fibres. First we have the
following useful lemma.

Lemma 4.41. The finitely generated ring R satisfies:

(a) for each maximal ideal m ⊆ R, the residue field R/m is finite,

(b) the set of maximal ideals of SpecR is dense in SpecR.

Proof. For (a), denote k = R/m and S = Z/Z∩m. Then k is a finitely generated S-
algebra, hence k is a finite extension of the quotient field of S by [Mat89, Theorem
5.2]. Assume that k is infinite. This implies that S is infinite, hence Z ∩ m =
{0} and k is a finite dimensional Q-vector space with basis e1, . . . , em. Denoting
āi = ai mod m ∈ k, there exists an integer λ such that λāi ∈

⊕m
j=1 Zei, hence

k ⊆
⊕m

j=1 Z[1/λ]ei, which is clearly impossible.
The claim (b) is equivalent to the claim that the intersection of all maximal

ideals of R is {0}. Assume that this intersection contains a nonzero ϕ ∈ R, and pick
a maximal ideal n ∈ Rϕ. Since the residue field Rϕ/n is finite by (a), its subring
R/R ∩ n is a finite integral domain, hence a field. This implies that R ∩ n is a
maximal ideal of R which does not contain ϕ, a contradiction.

Now, by shrinking SpecR (in other words, by replacing R by the localisation Rϕ

for some nonzero ϕ ∈ R) we may assume that the map f is smooth. The sheaves
Rjf∗Ω

i
X/R are coherent by [Har77, Theorem III.8.8], and hence by the Hodge-to-

de Rham spectral sequence, so are the sheaves Rjf∗Ω
•
X/R. By shrinking SpecR

again, we may assume that all these sheaves are locally free of finite rank: indeed,
the stalk of Rjf∗Ω

i
X/R at the generic point of SpecR is a finite dimensional vector
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space over the field of fractions of R, hence we conclude by [Har77, Exercise II.5.7].
Therefore, by [Har77, Theorem III.12.11], the functions dimk(s) H

j(Xs,Ω
i
Xs

(log ∆s))
and dimk(s) Hj(Xs,Ω

•
Xs

(log ∆s)) are locally constant on SpecR, where for s ∈ SpecR
we denote by Xs the fibre of f over s and by k(s) the residue field at s. Additionally,
by shrinking SpecR yet again, we may assume that the map SpecR → SpecZ is
smooth.

Now we return to the question of the degeneration of the Hodge-to-de Rham
spectral sequence at E1, Theorem 4.33, in characteristic zero. The goal of the con-
struction is to prove the corresponding statement in characteristic p for sufficiently
large p and under certain additional restrictions, and to lift the result to charac-
teristic zero via the preceding reduction argument. Recall that by (1.6) we have to
show that

dimCHk(X,Ω•X(log ∆)) =
∑
p+q=k

dimCH
q(X,Ωp

X(log ∆)) for all k.

By shrinking SpecR, we may assume that the number d = dimX is invertible in R,
and hence the residue field k(s) for every s ∈ SpecR is of characteristic ps > d.

Fix a closed point m ∈ SpecR mapping to a point (p) ∈ SpecZ and with a
residue field k of characteristic p. Since SpecR is smooth over SpecZ, we have
m = (p)OSpecR, and hence OSpecR/m

2 ×Z/p2 Z/p = k. It can be shown that this
defines OSpecR/m

2 uniquely up to isomorphism: it is isomorphic to the Witt ring
W2(k) = k × k of vectors of length 2, where the operations are given by

(a1, a2) + (b1, b2) =
(
a1 + b1, a2 + b2 − 1

p

∑p−1
i=1

(
p
i

)
ai1b

p−i
1

)
,

(a1, a2) · (b1, b2) = (a1b1, b
p
1a2 + ap1b2).

Note that W2(Z/p) = Z/p2. Denote as above by Xm the fibre of f over m and
X̃m = X ×SpecR SpecW2(k), and similarly for ∆m and ∆̃m. Then we have the
following diagram of Cartesian squares:

(Xm,∆m) //

��

(X̃m, ∆̃m) //

��

(X ,D)

f

��
Spec k // SpecW2(k) // SpecR

Note that the importance of the map X̃m → SpecW2(k) lies in the fact that unlike
in k, in W2(k) the element p is invertible. This inspires the following definition.

Definition 4.42. Let X be variety defined over a perfect field k of characteristic
p, and let D =

∑r
j=1Dj be a divisor on X. We say that the pair (X,D) can be

lifted to W2(k) if there exist a variety X̃ and divisors D̃j over SpecW2(k) such that
X = X̃ ×SpecW2(k) Spec k and Dj = D̃j ×SpecW2(k) Spec k.
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Therefore, by constructionXm is a smooth projective scheme of dimension smaller
than p which has a lifting X̃m over W2(k). Hence, in order to prove Theorem 4.33,
it suffices to show the following.

Theorem 4.43. Let X be a smooth projective scheme defined over a perfect field
of characteristic p such that dimX < p, and let ∆ be a reduced simple normal
crossings divisor on X. Assume that the pair (X,∆) can be lifted to W2(k). Then
the Hodge-to-de Rham spectral sequence

Ep,q
1 = Hq(X,Ωp

X(log ∆)) =⇒
p

Hp+q(X,Ω•X(log ∆))

degenerates at E1.

Remark 4.44. With assumptions and notation from Definition 4.42, assume that
k = Z/p. Then there is an inclusion X ⊆ X̃ such that the ideal sheaf IX of X in
X̃ satisfies I2

X = 0, hence the inclusion is the identity on the underlying topological
spaces. Since X̃ is flat over SpecZ/p2, tensoring the exact sequence of Z/p2-modules

0→ p · Z/p2 → Z/p2 → Z/p→ 0

by OX̃ we get the exact sequence of OX̃-modules

0→ p · OX̃ → OX̃ → OX → 0.

Furthermore, from the isomorphism of Z/p2-modules Z/p ' p · Z/p2 we have the
isomorphism of OX̃-modules

p : OX → p · OX̃ .

4.12.2 Frobenius

Let X be an n-dimensional scheme of characteristic p, i.e. assume that there exists
a morphism X → SpecZ/p which factors the morphism X → SpecZ. Then the
absolute Frobenius morphism of X is the endomorphism FX : X → X which is the
identity on the underlying topological space of X, and the map F ∗X : OX → OX is
locally given by F ∗X(x) = xp. If f : X → Y is a morphism of schemes, then there is
a commutative diagram

X
FX //

f
��

X

f
��

Y
FY // Y

Denote X(p) = Y ×Y X induced by the map FY . Then the above diagram factors as

X
F //

f !!

X(p) pr1 //

��

X

f
��

Y
FY // Y
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where the map F = FX/Y : X → X(p) is the relative Frobenius of X over Y . Here,
for local sections x ∈ OX and y ∈ OY we have F ∗(x⊗ y) = xpy and pr∗1(x) = x⊗ 1.
Explicitly, locally we have X = OY [t1, . . . , tr]/(f1, . . . , fs), and F ∗(ti) = tpi and
pr∗1(yti) = ypi ti. Note that F and pr1 are isomorphisms on topological spaces, but
note that, in general, X and X(p) are not isomorphic as schemes over Y .

Furthermore, if the morphism f is smooth, then F is a finite flat morphism of
degree p. Indeed, we have locally the following diagram:

X
F //

π

��

X(p) pr1 //

π(p)

��

X

π

��
An
Y

FAn
Y
/Y
//

''

(An
Y )(p) pr1 //

��

An
Y

��
Y

FY // Y

(4.23)

Since An
Y = (An

Y )(p) = OY [t1, . . . , tn] and F−1O(AnY )(p) = OY [tp1, . . . , t
p
n], the sheaf

F∗OAnY is a free O(AnY )(p)-module generated by monomials ta11 · · · tann for 0 ≤ ai ≤ p−1.
Therefore, the morphism FAnY /Y is étale and the upper left square in the diagram is
Cartesian, hence F is also étale. More generally, for any locally free sheaf F on X,
the sheaf F∗F is locally free on X(p).

Definition 4.45. Assume that X is a scheme over SpecZ/p which has a lifting
X̃ to Z/p2. Then a lifting F̃X̃ of FX is a finite morphism F̃X : X̃ → X̃ such that
F̃X̃ |X = FX .

Let S = Spec k, where k is a perfect field of characteristic p, and let X be a
smooth S-scheme, where S = Spec k. Assume that X and X(p) have liftings X̃
and X̃(p), respectively, to S̃ = SpecW2(k). Then a lifting F̃ = F̃X/S̃ of the relative

Frobenius F = FX/S is a finite morphism F̃ : X̃ → X̃(p) such that F̃ |X = F .

Remark 4.46. With notation from Definition 4.45, note that since the absolute
Frobenius FS is an isomorphism, so is the relative Frobenius F : X → X(p). In
particular, X has a lifting to W2(k) if and only if X(p) does.

From Remark 4.44 we obtain the exact sequence of OX̃(p)-modules

0→ p · F̃∗OX̃ → F̃∗OX̃ → F∗OX → 0

and an OX̃(p)-isomorphism

p : F∗OX → p · F̃∗OX̃ .

Similarly, for every i ≥ 0 one has an exact sequence of OX̃-modules

0→ p · Ωi
X̃/S̃

(log ∆̃)→ Ωi
X̃/S̃

(log ∆̃)→ Ωi
X/S(log ∆)→ 0
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and an OX̃-isomorphism

p : Ωi
X/S(log ∆)→ p · Ωi

X̃/S̃
(log ∆̃).

Lemma 4.47. Let S = Spec k, where k is a perfect field of characteristic p, let X
be a smooth S-scheme, and let ∆ be a simple normal crossing divisor relative to
S. Let (X̃(p), ∆̃(p)) be a lifting of (X(p),∆(p)). Then locally in the Zariski topology,
(X,∆) has a lifting (X̃, ∆̃) such that F lifts to F̃ : X̃ → X̃(p) with F̃ ∗OX̃(p)(−∆̃(p)) =
OX̃(−p∆̃).

Proof. By Remark 4.46, we only need to show the existence of the lifting of F locally.
Locally we have an étale morphism

π : X → An
S = SpecOS[t1, . . . , tn]

such that ∆j is defined by ϕj = π∗(tj). It is clear that we can choose liftings

ϕ̃j ∈ OX̃ of ϕj to which are local equations of ∆̃j, and we can choose liftings ϕ̃
(p)
j

of ϕ
(p)
j = F ∗S(ϕj) = ϕj ⊗ 1 which are local equations of ∆̃

(p)
j . Now if we define F̃ by

F̃ ∗(ϕ̃
(p)
j ) = ϕ̃pj , it is clear that F̃ lifts F and satisfies the conclusion of the lemma.

4.12.3 Cartier operator

We start with the following important result.

Theorem 4.48. Let S = Spec k, where k is a perfect field of characteristic p, and
let X be a smooth S-scheme. Let ∆ be a simple normal crossings divisor on X over
S. Consider the map of OX(p)-algebras

γ =
⊕

γi :
⊕

Ωi
X(p)/S(log ∆(p))→

⊕
Hi(F∗Ω

•
X/S(log ∆))

which satisfies:

(a) γ0 is the morphism OX(p) → F∗OX ,

(b) for a local section x ∈ OX and a local generator t of ∆ we have

γ1(d(x⊗ 1)) = [xp−1dx] and γ1(d(t⊗ 1)/t⊗ 1) = [dt/t],

(c) γi =
∧i γ1.

Then γ is an isomorphism.
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Proof. The map γ0 is an isomorphism since X is smooth over S by the discussion
before Definition 4.45. We show first that all γi are well defined, and observe that
it suffices to prove the claim for γ1, since Ω1

X(p)/S
(log ∆(p)) is generated by elements

of the form d(x⊗ 1) and d(t⊗ 1)/t⊗ 1.
To this end, the identity

(x+ y)p−1d(x+ y)− xp−1dx− yp−1dy = d

(
1

p

p−1∑
i=1

(
p

i

)
xiyp−i

)

implies that γ1
(
d((x + y) ⊗ 1)

)
= γ1

(
d(x ⊗ 1)

)
+ γ1

(
d(y ⊗ 1)

)
, and the identity

(xy)p−1d(xy) = xpyp−1dy+ypxp−1dx shows that γ1 is compatible with the derivation
rule on X(p). Furthermore,

γ1(d(t⊗ 1)) = γ1
(
(t⊗ 1)d(t⊗ 1)/t⊗ 1

)
= F ∗(t⊗ 1)γ1

(
d(t⊗ 1)/t⊗ 1

)
= [tpdt/t],

hence the relations in (b) are compatible.
Now we show that the maps γi are isomorphisms. From the local Cartesian

square (4.23), since the morphisms π and π(p) are étale, we deduce that it is enough
to prove that γi are isomorphisms in the case when X = An

S = SpecOS[t1, . . . , tn]
and D is the zero set of t1 · · · tr. Further, by extension of scalars, it is enough to
prove the claim when S = SpecZ/p.

In this case, for each a, the sheaf F∗Ω
a
AnS

(log ∆) is associated to the Z/p-vector

space freely generated by ta11 · · · tann ωi1 ∧ · · · ∧ ωia for 0 ≤ ai ≤ p − 1 and 1 ≤ i1 <
· · · < ia ≤ n, where ωi = dti/ti if i ≤ r, and ωi = dti otherwise. We are thus reduced
to proving the following:

(i) H0(F•) = Z/p,

(ii) H1(F•) =
⊕r

i=1(Z/p)dti
ti
⊕
⊕n

i=r+1(Z/p)tp−1
i dti,

(iii) Ha(F•) =
∧aH1(F•) for a ≥ 1.

To show this, consider the complexes A• = (A0 → A1) and B• = (B0 → B1) with
the standard differentiation, where

A0 = B0 =

p−1⊕
i=0

(Z/p)ti, A1 =

p−1⊕
i=0

(Z/p)tidt, B1 =

p−1⊕
i=0

(Z/p)ti
dt

t
.

It is easy to see that H0(A•) = H0(B•) = Z/p, H1(A•) = (Z/p)tp−1dt and H1(B•) =
(Z/p)dt/t. Since F• '

⊗r
i=1 B• ⊗Z/p

⊗n
i=r+1A•, the conclusion follows from the

Künneth formula, cf. Example 1.43.
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Let us try to reinterpret this result. The algebra
⊕

Ωi
X(p)/S

(log ∆(p)) can be

considered as a complex

Ω• =
⊕

Ωi
X(p)/S(log ∆(p))[−i],

where Ωi = Ωi
X(p)/S

(log ∆(p)) and the differentials are d = 0. Then Theorem 4.48

says that there is an isomorphism

Hi(Ω•) ' Hi(F∗Ω
•
X/S(log ∆)).

This suggests (or is at least wishful thinking) that there should exist a morphism of
complexes Ω• → F∗Ω

•
X/S(log ∆) which is a quasi-isomorphism. In practice, this is

too much to ask unless we are in very special circumstances; however, under some
additional hypotheses, something similar holds.

Theorem 4.49. Let k be a perfect field of characteristic p, and let X be a smooth
scheme over S = Spec k such that dimX < p. Assume that there exists a lifting
of X to W2(k). Then there exists a complex of OX(p)-modules C• and a diagram of
morphisms of complexes

Ω•
θ−→ C• ξ←− F∗Ω

•
X/S(log ∆)

such that θ and ξ are quasi-isomorphisms.

Let us show how this immediately implies Theorem 4.43, and hence Theorem
4.33. First note that FS is a flat morphism, therefore by base change we have
Hj(X(p),Ωi

X(p)/k
(log ∆(p))) ' Hj(X,Ωi

X/k(log ∆))⊗FS Spec k for all i, j, and in par-

ticular

dimkH
j(X(p),Ωi

X(p)/k(log ∆(p))) = dimkH
j(X,Ωi

X/k(log ∆)).

Since the relative Frobenius F is an isomorphism (since FS is), we have

Ha(X,Ω•X/k(log ∆)) = Ha(X(p), F∗Ω
•
X/k(log ∆)) ' H(X(p), C•)

' Ha(X(p),Ω•) =
⊕
i

Ha−i(X(p),Ωi
X(p)/S(log ∆(p)),

and hence

dimkHa(X,Ω•X/k(log ∆)) =
∑
i

dimkH
a−i(X,Ωi

X/k(log ∆)),

which suffices by (1.6).
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4.12.4 Proof of Theorem 4.49

Fix an affine cover U of X(p), and set C• = Č(U , F∗Ω•X/S(log ∆)); we will actually
choose precisely the covering during the course of the proof. Let

ξ : F∗Ω
•
X/S(log ∆)→ C•

be the natural map defined in Example 1.44. Then ξ is automatically a quasi-
isomorphism, and we need to construct morphisms θi : Ωi → Ci; note that we can
view θi as a morphism of complexes θi : Ωi[−i]→ C. Assume first that θ1 is defined,
and let us show how to construct θi for i ≥ 1.

Indeed, if Si is the symmetric group of the set with i elements, then we define a
morphism

δi : Ωi[−i] =
i∧

Ω1
X(p)/S(logD(p))[−1]→

(
Ω1
X(p)/S(logD(p))[−1]

)⊗i
= (Ω1[−1])⊗i

by

δi(ω1 ⊗ · · · ⊗ ωi) =
1

i!

∑
σ∈Si

sgn(σ) · ωσ(1) ∧ · · · ∧ ωσ(i).

Note that this is well defined since i ≤ dimX < p. Then the map θi is the composite

Ωi[−i] δi−→ (Ω1[−1])⊗i
(θ1)⊗i−−−→ (C)⊗i → C,

where the last map is the evaluation map. Since γ is a graded algebra homomorphism
and θi are multiplicative, if θ1 induces an isomorphism on cohomology, then so do
all θi.

It remains to construct θ1, and we do it in two steps. Assume first that (X,∆)
and (X(p),∆(p)) lift to (X̃, ∆̃) and (X̃(p), ∆̃(p)) respectively, and that F lifts to
F̃ : X̃ → X̃(p) with F̃ ∗OX̃(p)(−∆̃(p)) = OX̃(−p∆̃). Then we set U = {X(p)}, and
we will construct a map θ1 : Ω1

X(p)/S
(log ∆(p))→ F∗Ω

•
X/S(log ∆) such that θ1 induces

isomorphism on H1.
The morphism

F ∗ : Ω1
X(p)/S(log ∆(p))→ F∗Ω

1
X/S(log ∆)

is the zero map since F ∗(d(t ⊗ 1)) = d(tp) = 0. By Remark 4.46, we have a
commutative diagram

Ω1
X(p)/S

(log ∆(p)) F ∗ //

p '
��

F∗Ω
1
X/S(log ∆)

p'
��

pΩ1
X̃(p)/S̃

(log ∆̃(p)) F̃ ∗ // pF∗Ω
1
X̃/S̃

(log ∆̃)
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and thus we obtain the induced map

p−1 ◦ F̃ ∗ : Ω1
X(p)/S(log ∆(p))→ F∗Ω

1
X/S(log ∆).

To spell this out in local coordinates, let x̃ ∈ OX̃ be a lifting of x ∈ OX , and let
x̃(p) ∈ OX̃(p) be a lifting of x(p) = x⊗ 1 ∈ OX(p) . Then

F̃ ∗(x̃(p)) = x̃p + ũ

for some local section ũ ∈ OX̃ . Restricting this relation to X, and remembering
that F̃ |X = F and F ∗(x(p)) = xp, we get ũ|X = 0, hence ũ = p · u for some local
section u ∈ OX̃ by Remark 4.44. Then

p−1
(
F̃ ∗(dx̃(p))

)
= xp−1dx+ dū ∈ F∗Ω1

X/S(log ∆),

and we define θ1 as a composition of p−1◦F̃ ∗ and the inclusion F∗Ω
1
X/S(log ∆)[−1]→

F∗Ω
•
X/S(log ∆).

Now we return to the general situation. By Lemma 4.47, there is a covering U =
{Ui} such that (Ui,∆|Ui) and (U

(p)
i ,∆(p)|

U
(p)
i

) lift to (Ũi, ∆̃|Ũi) and (Ũ
(p)
i , ∆̃(p)|

Ũ
(p)
i

)

respectively, and that Fi = F |Ui lifts to F̃i : Ũi → Ũ
(p)
i with F̃ ∗i OŨ(p)

i
(−∆̃(p)) =

OŨi(−p∆̃). We have to define a map

θ1 : Ω1
X(p)/S(log ∆(p))→ Č1(U , F∗OX/S)⊕ Č0(U , F∗Ω1

X/S(log ∆)).

Fix a local section of x ∈ OX and its any lift x̃ ∈ OX̃ . Denote ω = dx ⊗ 1 ∈
Ω1
X(p)/S

(log ∆(p)). Using the notation as above, we have

F̃ ∗i (x̃(p)|Ũi) = x̃p + p · ui(x̃)

for some section ui(x̃) ∈ OŨi , and set

hij(ω) = uj(x̃)|Ũi∩Ũj − ui(x̃)|Ũi∩Ũj .

Then we define θ1 as the map

ω 7→ ((hij(ω))ij, (θ
1
i (ω|Ui))i)

It is easy to check that θ1 is independent of choices of lifts x̃ up to coboundary,
and it satisfies dθ1 = 0. Further, it is also easy to see that the morphism does not
change upon passing to a refinement of U , hence is independent of the choice of the
cover U . Finally, θ1 induces isomorphism on H1 since this question is local, hence
it follows from the first step. This concludes the proof of Theorem 4.49, and thus
that of Theorem 4.33.
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