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Theme and Goals 
Following up the tradition established in the I-USED 
(International Workshop on the Interplay between Usability 
Evaluation and Software Development) series of 
workshops1, this workshop is aimed at bringing together 
Human-Computer Interaction (HCI) and Software 
Engineering (SE) professionals and researchers interested in 
discussing recent trends and perspectives of the role of 
usability in software development. With respect to I-USED, 
I-UxSED (http://users.dsic.upv.es/workshops/i-uxsed10/) 
extends its scope to target the broader concept of User 
Experience (UX) in software development. 

This change of focus was mainly motivated due to recent 
advances in mobile, ubiquitous, social, and tangible 
computing technologies that has moved HCI into 
practically all areas of human activity. This has led to a 
shift away from usability engineering to a much richer 
scope of user experience where user's feelings, motivations, 
and values are given as much, if not more, attention than 
ease of use, ease of learning and basic subjective 
satisfaction (i.e., the three traditional usability metrics). To 
accommodate the shift, evaluation approaches need to 
respond in a way that is sensitive to increasingly diverse use 
contexts, user goals and roles, and new interaction styles 
[8].  

A range of emergent design and evaluation approaches such 
as experience-centred design (e.g. [6]), worth-centred 
design (e.g. [10]), and ethnography-informed design (e.g. 
[11]) have been developed. These new approaches deal 
with issues such as emotion, affect, aesthetics and 
longitudinal user-artefact relationships that entail 
augmentation of some maturing usability models and 
methods [17].  

Among others, four challenges engendered by the new 
focus of UX are particularly relevant to software 
development: (i) definition of UX; (ii) modeling of UX; 
(iii) selection and application of UX evaluation methods; 
(iv) interplay between UX evaluation feedback and 
software development. These issues are closely related. 

                                                           
1 The I-USED workshops were successfully held at HCSE 2008 
and INTERACT 2009 ([1], [2]) 

Each of them entails quite some space to elaborate. Here we 
summarize the main arguments involved in the first three 
and discuss their impacts on the fourth one – the theme of 
this proposed workshop.  

The concept of UX is commonly understood as subjective, 
context-dependent and dynamic [18], and these key 
attributes seem not conducive to measurability. In contrast, 
the formal definition of UX issued by ISO 9241-210: 2010 - 
A person’s perceptions and responses that result from the 
use and/or anticipated use of a product, system or service –
suggests that UX can be measured in a way similar to the 
behavioural and attitudinal metrics of usability. Different 
attempts have been undertaken to demarcate or even 
dismiss the boundary between usability and user experience 
at the conceptual as well as operational level. A significant 
implication of this definitional issue is what can be 
considered as valid measures of UX, which enable 
professionals to benchmark competitive design artefacts 
and to select right design options.  

Modelling users’ experience - as a basis for producing 
design guidance - is especially important. First, 
measurement models are required to provide a sound basis 
for UX measures with desirable properties (e.g. reliability, 
validity, sensitivity). Second, structural models are needed 
for the purpose of understanding, predicting and reasoning 
about processes of UX with consequences for software 
design. Despite some visible progress (e.g. [12]), a number 
of issues pertaining to UX modelling remain to be resolved 
[19]. Furthermore, it is very important to develop practical 
guidelines for selecting evaluation methods and an 
associated set of measures to meet requirements specific to 
the context of interest. Currently, research efforts have been 
invested in collecting, consolidating and categorizing UX 
evaluation methods (e.g. [23]). It is envisaged that 
taxonomies of UX qualities, which can facilitate the 
selection of UX methods and measures, will come to 
fruition from these ongoing endeavours.   

Presumably, the aforementioned work pertinent to the three 
challenges (i.e. defining UX, modelling UX, and selecting 
UX methods) can contribute to the resolution of the fourth 
one (i.e. interplay between UX evaluation and system 
development), which, as far as we know, is only explored to 
a limited extent.  
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We understand the relationship between UX and usability 
as the latter is subsumed by the former.  While usability 
evaluation methods (UEMs) and metrics are relatively more 
mature, UX evaluation methods (UXEMs), which draw 
largely on UEMs [26], are still taking shape. It is 
conceivable that feeding outcomes of UX evaluation back 
to the software development cycle and instigating the 
required changes can even be more challenging than doing 
so for Usability Evaluation (UE).  Several concerns are as 
follows:  

 UX attributes are (much) more fuzzy and malleable, what 
kinds of diagnostic information and improvement 
suggestion can be drawn from evaluation feedback. For 
instance, user-based evaluation of fun - one of the critical 
qualities that have triggered the shift of attention from 
usability to UX ([5], [9]) – can involve subjective data 
with interviews or scales and objective data with 
psychophysiological measures [20]. A game can be 
perceived by the same person as a great fun on one day 
and a terrible boredom the following day, seemingly 
depending on the player’s prevailing mood. The waning 
of novelty effect (cf. learnability differs over time in case 
of usability) can account for the difference as well. How 
does the evaluation feedback enable designers to fix this 
experiential problem (cf. usability problem) and how can 
they know that their fix works?  

 Emphasis is put on conducting UE in the early phases of 
a development lifecycle with the use of low fidelity 
prototypes, thereby enabling feedback to be incorporated 
before it becomes too late or costly to make changes [13]. 
However, is this principle applicable to UX evaluation? Is 
it feasible to capture authentic experiential responses with 
a low-fidelity prototype?  If yes, how can we draw 
insights from these responses?  

 Irrespective of whether formal or informal evaluation 
approaches are applied to traditional HCI phenomena like 
usability or emerging ones like UX, it is the 
persuasiveness of empirical evidence that is ultimately 
the test of its worth. Indeed, earlier research (e.g. [22]) 
indicates that the development team needs to be 
convinced about the urgency and necessity of fixing 
usability problems. Is UX evaluation feedback less 
persuasive than usability feedback? If yes, will the impact 
of UX evaluation be weaker than UE?  

  Software Engineering (SE) community has recognized 
that usability does not only affect the design of user 
interfaces but the software system development as a 
whole. In particular, efforts are focused on explaining the 
implications of usability for requirements gathering [16], 
software architecture design ([3], [4]), and the selection 
of software components [21]. Can such recognition and 
implications be taken for granted for UX, given that the 
evaluation methodologies and measures of UX could be 
very different (e.g. artistic performance)?  

While the gap between HCI and SE with regard to usability 
has somewhat been narrowed, thanks to years of endeavour 
of the researchers in both communities (e.g. [2]), it may be 
widened again due to the emergence of UX. 

The goal of this workshop is to bring together researchers 
and practitioners from the HCI and SE fields to identify 
challenges and plausible resolutions to optimize the impact 
of UX evaluation feedback on software development. 
Presentations of new ideas on how to improve the interplay 
between HCI & SE to the design of usable, pleasurable and 
desirable software systems should be based on empirical 
studies. Within this focus, topics of discussion include, but 
are not limited to: 

• Which artifacts of software development are useful 
as the basis for UX evaluations? 

• How do the specific artifacts obtained during 
software development influence the techniques that 
are relevant for the UX evaluation? 

• In which forms are the results of UX evaluations 
supplied back into software development (including 
the UI design)? 

• What are the characteristics of UX evaluation 
results that are needed in software development? 

• Do existing UX evaluation methods deliver the 
results that are needed in user interface design? 

• How can UX evaluation feedback be integrated 
more directly in user interface design? 

• How can UX evaluation methods be applied in 
emerging techniques for user interface design? 

• How can UX evaluation methods be integrated to 
novel approaches for software development (e.g., 
model-driven development, agile development)? 

Relevance to the Field 
The main contribution of the workshop is the understanding 
of state-of-the-art about the interplay between UX 
evaluation feedback and system development and the 
identification of areas for improvement and further 
research. The HCI field includes a rich variety of 
techniques for UX evaluation and user interface design. 
However, there are very few methodological guidelines for 
the interplay between these key activities; and more 
important, there are few guidelines on how to properly 
integrate these two activities in a software development 
process.  

Accepted Submissions 
Based on the results of the systematic peer review process, 
nine submissions have been accepted for the workshop, 
representing a spectrum of views on the theme on interplay 
between user experience evaluation and software 
development.  Here below we highlight the main arguments 
of each submission and our reflections on them. 
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Følstad succinctly puts forward a stimulating proposition: 
“Complex models, underpinning complex measures, are 
likely to be valuable to the advancement of UX theory. 
However, in order to advance the interplay between UX 
and SD, simplified models and measures may be required.” 
A concomitant query can be: While simplicity tends to 
yield receptivity, could simplification have a similar 
property?  Simple is different from simplified: If something 
is inherently simple, it is likely to be accepted. However, if 
something is inherently complex, simplifying it may lead to 
misrepresentation and thus confusion. 
Jääskeläinen and Heikkinen have conducted a national 
survey to identify the differences between professionals and 
end-users in their understanding of UX definitions and 
attributes. A host of intertwined factors can contribute to 
the differences observed. Methodologically it is challenging 
to isolate the respective impacts of these factors.  

Tim and Huang present inspiring proposals for formalizing 
trust requirements with notations such as extended UML 
with which software developers are likely familiar. The use 
of such a boundary object [24] to facilitate communications 
between designers (or evaluators) and developers seems 
promising. The authors’ proposal of using physiological 
measures to triangulate cognitive metrics sounds exciting as 
well.  

Jokela provocatively argues that there are two gaps instead 
of one: between UX and interaction design and between 
interaction design and software development. The argument 
can be boiled down to the basic issue of the very nature of 
UX. Indeed, some researchers and practitioners tend to 
synonymise UX with interaction design.  Besides, Jokela’s 
JFunnel user experience life-cycle model seems built upon 
usability. Debates on how to demarcate UX from usability 
and the other related concepts are ongoing [24] 

Karahasanović and Obrist extend the issue of downstream 
utility of usability evaluation methods (UEMs) to user 
experience evaluation methods (UXEMs).  The applications 
of interest are social media. The authors scope seven 
UXEMs against eight UX factors. Six recommendations are 
derived from the scoping exercises. Empirical validations of 
these recommendations are called for. 

Wolkerstofer and his colleagues aim to bridge the cultural 
gap between the two communities: HCI and eXtreme 
Programming (XP). The observation that XP developers are 
resistant to persona coincides with similar findings in some 
other non-XP projects. It is intriguing to explore which 
factors contribute to such resistance. 

Müller, Law and Strohmeier address the issue of 
persuasiveness – a significant notion of downstream utility, 
which is related to the work of Karahasanović and Obrist in 
this volume. Müller et al. map the constructs of the two 
traditional models in the domain of Information Systems to 
UX attributes and then compare whether usability-oriented 

ones are more persuasive than UX-based one in enhancing 
developers’ problem-fixing tendency. The study serves as a 
precursor to a more ambitious investigation of the actual 
fixing behaviours of developers. 

Alsos studies the notion of indirect user experience in the 
context of hospital with physician being primary users and 
patients indirect ones. User experience of the former can 
have influence that of the latter, or vice versa. The work 
may shed light onto the issue of co-experience or vicarious 
experience, which entail further conceptual and practical 
analysis. 

Vold and Wasson investigate the ever prevailing 
phenomenon of participatory culture of learning, thanks to 
the advent of social software applications.  The authors put 
emphasis on the role of fun in terms of playful feedback in 
enhancing learners’ user experience in an online 
community.  Their work, like Alsos’, can contribute to the 
deeper understanding of social experience. 

In summary, the nine workshop papers address some basic 
as well as applied research questions in the domain of User 
Experience, which is still being defined and scoped. With 
the notion of UX being somewhat fluid, it is deemed 
especially challenging to analyse and engineer the effect of 
UX evaluation feedback on software development. 

We would like to say a few words about the picture on the 
cover of the workshop proceedings.  It has been generated 
by feeding the main bodies of the nine papers (i.e. without 
abstract, the other front matters or references) into a 
software application TagCrowd (http://tagcrowd.com/). It 
visualizes individual words extracted from the submitted 
text with different shapes and shades of blue according to 
their relative frequencies.  The top 50 words thus identified 
have further been fed into another similar application 
Wordle (http://www.wordle.net/), which beautifies the word 
cloud.  Not surprisingly, the words UX, Design, Experience, 
Users, Evaluation, and Feedback are salient ones.  
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ABSTRACT 
Two approaches to research on UX models and measures 
are discussed on basis of experiences from the field of 
usability research and an ongoing case of user involvement 
in software development (SD) by way of social media. It is 
suggested that simple measures and ad-hoc models, rather 
than complex models and measures, may be beneficial to 
the relevance of UX research for SD practice. 

Categories and Subject Descriptors 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous. 

Keywords 
User experience, software development, model, measure 

INTRODUCTION 
A key objective of research on user experience (UX) 
models and measures should be to influence the practice of 
software development (SD). However, to reach this 
objective, UX research need to address research relevance 
as well as rigor.  
A useful discussion of rigor and relevance in research was 
made by Lee [1] within the context of information systems 
(IS). He argued that knowledge produced by IS research 
emulating the rigorous natural sciences does not by 
necessity imply relevance. Rather, for the research to be 
relevant it needs to generate “knowledge about how to 
intervene in the world and change it in order to satisfy real 
world needs” (p. 29).  
In this paper, I will discuss two distinct approaches to 
research on UX models and measures, and their 
implications for research rigor and relevance. The first 
approach, complex models and measures, is what I see as a 
likely trend given that relevance is not prioritized in UX 
research. The second approach, simple measures and ad-
hoc models, is suggested as an alternative. 
The first approach is paralleled in previous work of the 
related field of usability research. In order to learn from the 
experiences made in this more mature field, my argument 
will be supported by reference to research on usability 
models and methods. 

The second approach represent an intermediary position to 
what has been referred to as phenomenological/pragmatist 
vs. inspired by experimental psychology [2]. This approach 
is exemplified by a case from an ongoing research project. 
The intended contribution of the paper is to serve as a 
starting point for discussions on the relevance of UX 
research. 

APPROACH 1: COMPLEX MODELS AND MEASURES 
A recurring theme of UX research discussions is the 
components of UX [2]. Which model components are 
needed for measurement and systematic UX improvement? 
Given the comprehensiveness of the UX concept [3] the set 
of model components is likely to be voluminous, indicating 
that future UX models well may be complex. Suggested 
components include, for instance, motivation, trust, 
aversion, hedonics, and fun [2]. 
This trend towards complexity mirrors parts of the usability 
research during the 80’es and 90’es. A large number of 
usability components were suggested, including Nielsen’s 
efficiency, satisfaction, learnability, memorability, and error 
rate [4]. A similar complexity is found in measures such as 
SUMI [5]. ISO 9241-11 [6] decomposes usability in 
effectiveness, efficiency and satisfaction. 
The complexity of usability models and measures is 
beneficial for the rigor of usability research. However, 
complexity may be detrimental to the relevance for 
usability models in SD. For SD practitioners, complex 
generic models may be impractical. The generic model may 
include several components that seem irrelevant to the 
development project at hand. Also, seemingly important 
aspects may not be handled by the model. One may 
speculate that the prevalence of homegrown usability 
measures at the expense of standardized measures [7] may 
be a consequence of the complexity of the underlying 
usability models and their mismatch with the SD 
practitioner’s understanding of which aspects of usability 
that are relevant. 
Sauro and Kindlund [8], a key critic of the relevance of 
usability research, argued that to increase the practical 
impact of usability data “usability metrics need to be easier 
to use” (p. 401). To this end they suggested a single 
summative usability metric. 
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The position of Sauro and Kindlund is controversial [9] 
though it recently has been underpinned by substantial 
empirical evidence from industry projects [10]. 
Controversial or not, an important lesson may be learnt 
here for research on UX models and metrics: Complex 
models, underpinning complex measures, are likely to be 
valuable to the advancement of UX theory. However, in 
order to advance the interplay between UX and SD, 
simplified models and measures may be required. 

APPROACH 2: SIMPLE MEASURES AND AD-HOC 
MODELS 
An alternative approach to UX models and measures may 
be pursued through simple measures and ad-hoc models. 
A simple UX measure is a single rating scale, common in 
social software. Consider for instance the book ratings of 
Amazon (1-5 stars) or video ratings at YouTube (thumbs 
up / down). Such scales are typically shunned for the 
scientific measurement of experiences or attitudes, due to 
reliability issues. Similarly, Sauro and Lewis argue for 
composite rather than single item measures [9]. Even so, 
such measures seem to serve their purpose as practical 
social navigation tools. Also, research within the field of 
marketing indicates that single-item measures may hold 
similar predictive validity as multi-item measures for 
concrete constructs such as ad liking and brand attitude 
[11]. 
By ad-hoc UX models I mean models developed in 
response to a given concept, prototype or running system. 
Instead of utilizing a general UX model as basis for a 
generic UX measure, relevant UX components may be 
established on basis of users’ responses. 
As an exemplification of simple measures and ad-hoc 
models, I will briefly present an ongoing development case 
addressing new functionality for mobile phone e-mail 
clients. Design typically involves the “simultaneous 
investigation of multiple alternatives by the same designer 
or team” [12, p. 1243]. In the present case 22 ideas were 
generated and then refined as six early concepts; all across 
a working period of 60 hours. Following this, the concepts 
were made available for user feedback. 
User feedback was collected through a social software 
application for sharing audio-visual content, modified for 
the purposes of design feedback. The participants were 212 
regular users of e-mail-clients on mobile phones (use 
several times a week or more). They were presented for six 
concepts in sequence. For each concept they were asked to 
make a rating (1-5 stars) and one or more comments. The 
comments were made in response to open questions: How 
would you use the suggested function? How may the 
suggested function be improved?  
As part of a research design not to be detailed here, half of 
the participants were allowed to see the other participants’ 

comments prior to making their own and half of them were 
not. All participants were allowed to comment on each 
other’s comments. None were allowed to see the others’ 
ratings prior to making their own. 
The user feedback provided the following key information:  
• Differentiation between the concepts: Three of the 

concepts were rated low, three rated high. The ratings 
corresponded closely to the frequency of positive vs. 
negative comments for each concept. 

• Establishment of concept specific issues that may 
serve as basis for an ad-hoc UX model: For one of the 
concepts, detailing functionality for ‘Postponed sending 
of messages’, relevant issues were mainly targeting 
utility. For another, ‘Reading aid for long e-mails on 
small screens’, relevant issues were lack of comfort and 
utility. For a third, ‘Context-dependent e-mail receipt’, 
relevant issues were privacy and utility. 

The case thus illustrates that simple measures and ad-hoc 
models may serve as basis for choosing which design 
alternative to pursue, and enable the establishment of ad-
hoc models that may be used to control the development 
process. In the present case, a UX model for the first 
concept would need to include only utility in addition to 
usability, whereas the UX models for the second and third 
concepts would also need to include comfort and 
privacy/trust respectively. 

CONCLUSION 
By this paper, I hope to contribute to a discussion on how 
research on UX models and measurements should be 
approached in order to obtain relevance. I hold that 
complex models and methods will indeed be beneficial for 
the establishment of UX theory. However, research 
relevance may require a different approach. Possibly, such 
an approach may be simple measures and ad-hoc models. 
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ABSTRACT 
User eXperience (UX) is a well known term, but there is a 
divergence of understanding its meaning between UX 
professionals and end users. Even among UX professionals 
definitions and attributes vary from source to source. 
Therefore it is not surprising that the importance of the 
different UX attributes between UX professionals and end 
users also vary greatly. The differences are even bigger, if 
the personal characteristics are taken into account. This 
might lead to a situation where the UX designer does not 
know what an end user of the software would like to have, 
also vice versa; an end user does not necessarily appreciate 
what the UX designer has done. This problematic situation 
forms the basis of the currently ongoing study and the 
preliminary results from the conducted UX surveys are 
presented here. 

Categories and Subject Descriptors 
H.1.2 [Human factors] 

General Terms 
Measurement, Design 

Keywords 
User experience, survey, professionals, end users, 
divergence, personal characteristics 

INTRODUCTION 
Despite user experience (UX) is an important aspect in 
virtually every modern day business activity and its 
importance has been acknowledged by scholars around the 
globe, general consensus about the meaning and 
understanding of it, is still missing [7], [4]. This is 
considered as a problematic situation, thus when a word 
means almost anything or everything, it actually means 
nothing [1]. How a UX designer, which is assumed to be a 
professional, can accurately foretell what an end user from 
a heterogeneous group of all possibilities would like to get, 
see, hear, feel or smell? This question is justified thus even 
the consensus about the UX definition is missing among 
UX professionals. The study behind this paper contributes 
to this issue by comparing the viewpoints from UX 
professionals against the viewpoints from end users by 
taking account the personal characteristics of end users to 

demonstrate the divergence of understanding different UX 
related aspects. 

SURVEYING USER EXPERIENCE 
Results presented in this paper are based on a two phase 
survey study. First part was conducted with 20 UX 
professionals, which were chosen by browsing IEEE and 
ACM digital libraries as well as the Google Scholar with a 
keyword ‘user experience’. The second part; end user 
survey was sent to about 15000 university students. 
Accurate amount of students who received the survey 
cannot be given since emailing was done by the 
universities IT support and the submission list was 
automatically generated from the students. 

End user responses were received from the Lappeenranta 
University of Technology and the University of Oulu. 
Other Universities in Finland were also asked to participate 
but those did not participate due to different reasons. UX 
professionals and end users answered to a virtually same 
survey, but UX professionals had more open questions and 
a possibility to suggest new UX attributes for the survey. 
The professional survey form the qualitative part of the 
data and end user survey form the quantitative part. Later 
on the qualitative part will be enhanced with professional 
interviews. The results gained from the conducted surveys 
are compared against each other and also against the result 
gained by the authors of [7], called later on as a baseline 
survey. 

Table 1 presents the common characteristics of the current 
respondents of our surveys. End users are from multiple 
different disciplines like IT, business administration, 
energy, environment, chemistry, medicine, economics and 
humanities.  
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Table 1: Characteristics of the current respondents 

Most of the end user respondents (72%) are from 20 to 29 
years old and 78% of end users have 3-4 level computer 
ability. Multiple different nationalities were found from the 
responses, but 95% of all end user respondents are Finnish 
so the effect of nationality cannot be evaluated, this is also 
true for professional respondents, 50% are Finnish. Ability 
to use computers was divided from very poor (1) to a rock 
solid professional (6). Levels three and four, which contain 
the majority of the respondents, were defined as follow:  

• 3 - I can use, install and update programs  

• 4 - I can develop / maintain minor programs, web sites, 
etc. 

Despite large amount of the respondents are 20-29 years 
old Finnish, this sampling should give somehow reliable 
picture of what the most potential end users of common 
applications appreciate. In the future, the effect of 
nationality and other age groups, like under aged, will be 
taken into account and those results will be compared with 
the present ones.  

The conducted surveys consist of three different categories; 
personal characteristics, UX definitions and UX attributes. 
Characteristics are all commonly studied in the field of 
social sciences and psychology e.g. [2], [14], [9], [12]. 
Also the ability to use computer is taken into characteristics 
questions, since almost every modern day technology is 
somehow related to interaction between human and 
computer.  

Second part of the survey repeats the UX definitions part 
from the baseline survey, but with a modest differences. 
One definition was dropped out since it was too closely 
related to a company and its’ services and products (D1 in 
a baseline survey). Some definitions on the other hand 
were added to the survey, e.g. the new ISO 9241-210 
definition [6], which is considered as an important step by 
the authors. Following definitions were included in our 
surveys: 

• d1 - All aspects of the user’s experience when 
interacting with the product, service, environment or 
facility [6]. 

• d2 - User experience is a special case of experience, 
where the person can use a system, with or without a 
purpose. Using means that the user not only senses the 

system, but also has the opportunity to manipulate or 
control the system [10]. 

• d3 - UX is a consequence of a user’s internal state 
(predispositions, expectations, needs, motivation, 
mood, etc.), the characteristics of the designed system 
(e.g. complexity, purpose, usability, functionality, etc.) 
and the context (or the environment) within which the 
interaction occurs (e.g. organizational / social setting, 
meaningfulness of the activity, voluntariness of use, 
etc.) [5].  

• d4 - The entire set of effects that is elicited by the 
interaction between a user and a product, including the 
degree to which all our senses are gratified (aesthetic 
experience), the meanings we attach to the product 
(experience of meaning), and the feelings and 
emotions that are elicited (emotional experience) [3]. 

• d5 - The quality of experience a person has when 
interacting with a specific design [13] 

• d6 - The value derived from interaction(s) [or 
anticipated interaction(s)] with a product service and 
the supporting cast in the context of use [11]. 

• d7 - A momentary, primarily evaluative feeling (good-
bad) while interacting with a product or service [4].  

• d8 - All aspects of the end-user’s interaction with the 
company. Its services and its products [8] 
 

The respondents of our surveys were asked to select three 
most suitable definitions (compared to one in baseline 
survey); since in our opinion this three point arrangement 
will give more thorough information about the mutual 
order of the definitions. End users were also given a 
possibility to answer “I don’t care” or “I don’t know”, 
which were included in order to reduce the amount of 
randomly chosen definitions.  

Last part of our survey is using a 5-point evaluation scale, 
where 1 is the best and 5 is the worst. This same 
classification is also used in the presented tables and 
figures. The task was to evaluate 21 plain UX attributes in 
addition with a possibility to answer “I don’t know” or “I 
don’t understand”. Respondents were asked to: “Evaluate 
the importance of the following UX attributes to you when 
using the software”. Earlier in the survey they were asked 
to pick some software that they should think while 
answering to the questions. With this procedure 
respondents had a possibility to approach UX attributes 
from “What is best for me?” point of view. This had 
hopefully led to more reliable results than asking only 
about the importance of general UX attributes. 

Clause formatted UX statements from the baseline survey 
were left out since those were considered to be too UX 
designer-oriented for end users to understand and answer 
properly, for instance, clause like “We cannot design UX, 
but we can design for UX”. The conducted surveys can be 
found in the following links: 

 UX 
professionals 

End users 

Gender 9 females, 3 
males 

559 females, 
801 males 

Age 25-59 18-64  
Computer ability 3-5 1-6  
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• https://www.webropol.com/P.aspx?id=356910&cid=5
6046243 (UX professional) 

• https://www.webropol.com/P.aspx?id=404764&cid=1
17863430 (End user) 

1436 end user responses were given to the survey, but 76 
responses were dropped out from the final analysis. Most 
common reason for a rejection of an answer from these 
analyses was a row of empty values. Second reason for a 
rejection was a row of I don’t know / I don’t understand 
values. As an example this rate for aesthetics in all answers 
was 17,9% and 9,4% for user interface. 

RESULTS 
Results presented here do not go into details. Thorough 
results will be published after in depth analyzing. 

UX Definitions 
The most important finding from the definition part is that 
end users do not seem to appreciate definitions (over 25% I 
don’t care answers). This finding is also reinforced by a 
quite equal amount of support for every listed definition 
among end users. UX professionals included in this survey 
on the other hand were fairly consent about the same two 
definitions, d3 and d4 (over 70%) as the respondents in the 
baseline survey (50%). It is also noteworthy that d5 
remained without support in baseline survey as well as in 
our professional survey. Baseline survey also showed that 
there are great differences between UX professionals in 
academia and in industry [7]. This in our opinion is a 
downside since professionals might speak about the same 
thing but actually mean different things. Results in [7] in 
their own opinion indicate that higher expertise level 
correlates to lower need for a standardized definition. They 
also state that UX professionals seem to think that 
definitions are a communication tool for non-experts.  
When the results from the both UX professional surveys 
are compared against the responses given by end users the 
difference is huge. This indicates that UX professionals and 
end users see things differently. The same phenomenon is 
even enhanced if all three selected definitions are taken 
into account. It was argued that asking end users about UX 
definitions is not the right way, which I do agree if the 
intention is to find out how end users understand UX. But 
in this case the intention was to compare viewpoints from 
UX professionals and end users so it was mandatory to ask 
the same questions from the both groups.   

UX Attributes 
If the averages of top rated attributes from UX 
professionals are compared against the same attribute 
averages by all end users, differences are notable as Table 
2 presents. 

Table 2: Difference of top attributes pro vs. end users 

On the other hand if top rated attributes by end users are 
compared against the same attributes from professionals, 
differences are fairly small as can be seen from Table 3. 

Table 3: Difference of top attributes end users vs. pro 

Results show that end users do not necessarily agree with 
UX professionals in all attributes but professionals seem to 
agree with end users. Generally it seems that UX 
professionals consider the whole picture which includes 
environmental and emotional aspects as well, while an end 
user shows more interest towards something concrete like 
the actual device or software and its properties. 

In the baseline survey [7] authors discovered the un-
significance of the background education. We speculate 
that this result can be explained by the fact that all 
respondents in their survey were more or less related to the 
UX field. Instead of repeating this background education 
step, we studied the effect of the personal characteristics to 
the answers. 

First if the average of all attributes among all respondents 
was compared, difference is only 0,24 (professionals 2,15,  
end users 2,39), so from that viewpoint divergence is not 
an issue. When we moved on to more detailed results, 
differences were found.   

End user results between males and females are close to 
each other when the average of all 21 attributes is 
considered (2,38 vs. 2,40). If same comparison is done to 
UX professionals, results are (males 2,32 vs. females 1,98), 
but only three male respondents are included so the result 

 Professional
s avg. 

Diff % End 
users 
avg. 

Interaction 1,33 23,75% 2,28 

Motivation 1,58 21,25% 2,43 

Ease of 
taking into 
use 

1,33 17,00% 2,01 

Usefulness 1,33 12,75% 1,84 

 Professional
s avg. 

Diff % End 
users 
avg. 

Stability 1,67 9,00% 1,31 

Functionality 1,75 7,25% 1,46 

Usability 1,58 3,75% 1,43 

Reliability 1,58 3,00% 1,46 
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might not be reliable. When attributes are considered 
individually, interesting differences can be found. End user 
male seems to be more oriented towards UI and interactive 
features than end user female, but in UX experts survey the 
results were opposite as Figure 1 shows. In figure (e) 
means end user and (p) means professional. 

Interaction (e)

Interaction (p)

User interface (e)

User interface (p)

1 1,5 2 2,5 3

Males Females

Importance

U
X 

at
tri

bu
te

 
Figure 1: Males vs. females 

When age is used as the divider, again the average of all 
end user attributes is almost the same for all age groups 
(2,33-2,42). Divergence among professionals is a bit larger 
(1,98-2,19). Interesting and linear differences are found 
when individual attributes are considered. Older 
respondents in both groups seem to appreciate general 
usability and user interface attributes more than younger 
respondents. Younger respondents on the other hand in 
both groups are a bit more positive about pleasure and 
coolness than older ones. Clearly age is an important 
affecting factor regardless of the experience in UX.  

As the final part the effect of ability to user computers is 
studied. Respondents were asked to categorize themselves 
with a 6-step evaluation, where 1 was very poor and 6 was 
a rock solid professional. Average behaves the same way 
as before and similar linear effect as in the age was 
founded in some attributes. As an example, interaction and 
environment are presented in figure 1. In both cases the 
upper and longer line is the end user graph and the lower 
one is the UX professional graph. 
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In some attributes UX professionals and end users agree, 
but in some the opinions seems to be opposite.  

CONCLUSIONS AND FUTURE WORK 
The results of the conducted surveys clearly present the 
divergence of understanding UX matters between UX 
professionals and end users. When the personal 
characteristics of end users are taken into account, the 
divergence of results is even more amplified. Even among 
UX professionals there are big differences in answers when 
their personal characteristics are considered.  

Need for clarification of different areas of UX exists and 
not only from the UX professional viewpoint but from the 
common end user viewpoint as well. This clarification 
makes it possible to design and implement better end user 
experience for devices, software, etc.  

Information collected from the conducted surveys is used 
to create an UX database. This database in co-operation 
with an UX tool under development will offer a simple way 
for a software developer to focus on those UX attributes 
that the selected target group considers as important. UX 
database with the UX tool will be presented in a future 
paper.      
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ABSTRACT 
Previous research efforts have been expended in terms of 
the capture and subsequent instantiation of "soft" trust 
requirements that relate to HCI usability concerns or in 
relation to "hard" tangible security requirements that 
primarily relate to security assurance and security protocols. 
Little direct focus has been paid to managing intangible 
trust related requirements per se. This 'gap' is perhaps most 
evident in the public B2C (Business to Consumer) E-
Systems we all use on a daily basis. Some speculative 
suggestions are made as to how to fill the 'gap'.  Visual card 
sorting is suggested as a suitable evaluative tool; whilst 
deontic logic trust norms and UML extended notation are 
the suggested (methodologically invariant) means by which 
software development teams can perhaps more fully capture 
hence visualize intangible trust requirements. 

Author Keywords 
Intangible trust requirements; visual card-sorts; deontic 
norms; 

ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

INTRODUCTION 
The extant trust related research literature is vast and highly 
diverse. A full literature review of intangible trust in B2C e-
service contexts lies outside the scope of this exploratory 
paper. The interested reader is directed to both [1] and [2] 
for a comprehensive literature review. One of the 
difficulties is that the notion of trust is closely related to 
other concepts such as reliance, competence, 
trustworthiness and credibility. Deutsch [3] was one of the 
first modern writers to seek to build a formal model of trust. 
He defined trust in terms of an individual confronted with 
an ambiguous path. Further, the path may lead to either an 
event leading to a beneficial outcome (Va+) to that 
individual or to an event perceived as being harmful (Va-). 
This individual perceives that the occurrence of Va+ or Va- 
is dependent on the behaviour of another human agent. 

Finally, the strength of Va- is greater than the strength of 
Va+. Essentially, his view of trust is of a trust relationship 
in which events are linked to other events, each of which 
has beneficial or non-beneficial paths. For a trust 
relationship to occur, the harmful path is more significant 
than the beneficial path. Risk is an essential property of the 
environment within which a choice of paths occurs.  

The notion that trust building between individuals takes 
place within information spaces that are both potentially 
risky to the participants and where incomplete information 
is available to the human actors has been widely accepted 
and developed by many subsequent researchers [4]. Within 
this information space the notion of expectation is central to 
many writers. For example, Gambetta [5] provides us with 
a rich and potentially computationally useful definition that 
encapsulates the notion of trust as expectation: ‘Trust (or 
symmetrically, distrust) is a particular level of subjective 
probability with which an agent assesses that another agent 
or group of agents will perform a particular action, both 
before he can monitor such action (or independently or his 
capacity ever to be able to monitor it) and in a context in 
which it affects his own action’. This idea of trust as an 
expectation (either rational or affective or a mixture of 
both) is a closely related concept to that of confidence 
levels. Confidence can be defined as a conscious or 
unconscious act or mental state involving the placing 
confidence in something or someone. The idea that this 
confidence level can be formalized, hence measured is 
developed by Marsh in his highly influential PhD thesis [6]. 
Human actors often invest their trust in a particular object 
of trust. This object may be another human agent or some 
artifact (such as a B2C Web-site). Indeed, within our 
intended scope of enquiry a company web-site acts as a 
central focal point within an information space (cyberspace) 
within which actors can choose either to follow "selfish 
self-interested" paths or act in the interests of others 
("benevolent" paths). With the notion of an object of trust in 
mind, researchers have attempted to explore and develop 
the notion of trust as credibility, both within off-line and 
on-line contexts [2]. Kim et al., [2] have variously 
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identified the sub-components of the credibility of an object 
of trust as comprising: honesty, expertise, predictability and 
reputation. Research appears to indicate that credibility is 
driven by the behavioural predictability of a trusted object, 
for example a web-site [2]. Indeed, many researchers, such 
as those of [7], define trust as comprising the dimensions of 
trustworthiness and expertise. These dimensions are closely 
related to the notion of credibility. Many have stressed the 
importance of trust building over time (i.e. the temporal 
dimension of trust). Thus the concept of trust as reputation 
has been developed by those seeking to quantify and 
measure high-level organisational trustworthiness in 
businesses and organizations, and most recently in Virtual 
Organisations [8]. Trust is not only dependant on our past 
experiences but also on an expectation of reliability and 
confidence in future events too. These aspects have been 
incorporated into various formal and informal models of 
trust building in relation to specific methodologies, such as 
agile [9-10]. An important aspect of trust building is the 
degree to which affective vs. rational components are 
involved. It is clear from the literature that the affective 
component has been relatively under researched in 
comparison to the rational cognitive dimension [1]. 

TRUST and UX 
Hassenzahl and Tractinsky, [11] deem that UX is 
influenced by a user’s internal state (e.g. predispositions, 
expectations, needs, motivation, affective state), as well as 
by the characteristics of the designed system (e.g. 
complexity, purpose) as well as by the environmental 
context within which the interaction occurs (e.g. 
organisational, social and cultural setting, and perceived 
meaningfulness of the activity). With respect to B2C e-
shopping user contexts, reinforcing initial user trust 
building expectations is critical if businesses are to leverage 
full value from their B2C sites. B2C trust building via the 
HCI (Human Computer Interface) layer has been 
extensively studied and many of the trust building factors 
have been identified. Trust signs, seals, physical address 
details, rich media et al., all serve to act as trust builders 
both as affective and rational trust drivers. A review of the 
relevant literature and a summary of trust determinants can 
be found in [12]. There is little direct methodological 
support to B2C system developers for intangible trust 
requirements capture. Rather, implicitly such systems are 
enhanced with respect to trust only much later via 
acceptance testing and usability testing, if at all. Thus, 
intangible trust requirements in sharp contrast with tangible 
security requirements are not typically captured early 
enough within the software development lifecycle.  

One of us has successfully used visual card sorts in the 
context of an SME to improve the UX of their B2C web-
site.  The method has proven to be useful in revealing to 
both developer and end-users semi-tacit trust knowledge. 
Card sorts are not of course a new technique but their use in 
the context of validating intangible trust designs of for 
instance B2C e-banking is relatively new and may hold 

promise for the future [13]. The main advantage is that a 
cognitive "map" can be created from early (even paper 
based) web-site visual designs that reflects both the tacit 
and semi-tacit knowledge of site users. This "map" can aid 
in probing customer perceptions of UX, including affective 
and rational trust responses to various visual design 
features. Card-sorting can also be used to validate early 
paper-based prototype designs as well as later in the release 
cycle so as to probe "live" or pre-release user trust site 
perceptions.  

The final site design is however, ultimately only the product 
of earlier application of methods, tools and requirements 
gathering activities. Indeed, we go on to argue below that 
there is an intangible requirements 'gap' within existing 
methodologies. That is, capture of intangible requirements 
is often implicit and does not always form an integral part 
of the normative team design process that ultimately leads 
to a given trusted or distrusted UX.  

A METHODOLOGICAL TRUST 'GAP'? 
The familiar software development lifecycle methods used 
in industry such as agile approaches, XP (Extreme 
Programming), RAD (Rapid Applications Development) 
and indeed the typical waterfall models all tackle the issue 
of requirements in different ways. Agile emphasises face-
to-face interactions and iterative development within time-
boxes, in which case it may be expected that some informal 
stakeholder trust expectations may exist during the 
lifecycle. As a type of agile software development, XP aims 
to improve responsiveness for requirement changes during 
the software lifecycle and it normally has multiple short 
development cycles instead of one long one in order to 
reduce the cost of changes. Unlike typical waterfall models, 
which can be treated as “plan-driven” or “predictive” so 
trust is relatively easier to be built up, agile methods, which 
have much in common with XP and RAD, are “adaptive” 
and can respond quickly to requirement changes. Thus trust 
plays an important role in this kind of “adaptive” method 
[9]. The following points seek to summarise and compare a 
number of typical lifecycle methods to see whether, when 
and how intangible trust issues are considered: 

 Waterfall: Intangible trust requirements are 
typically embedded within feasibility study, and 
in a requirements catalogue as non-functional 
requirements explicitly agreed by client and 
developer; 

 Agile (e.g. XP): Trust is vital at every stage among 
developer team members. More specifically, trust 
is tested during the meetings and at the end of 
each and every iteration. Trust is built up due to 
its iterative nature and its primary focus upon 
interpersonal trust in the development process. 
Tested software is generated at the end of every 
iteration and this helps to build a sense of 
credibility (if the tested software is working as 
scheduled!); 
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 RAD (Rapid Applications Development): Often 
implicit and embedded within evolving software 
artifact itself (all stages) Trust is most likely to 
emerge as an "issue" via acceptance testing and 
system walkthroughs once artifact is well refined. 
"Look and feel" of software engenders customers 
to engage through the use of branding, metaphor 
and narrative; 

 Test-driven development (TDD): Not widely 
considered? Some signs of confidence / trust build 
up when all test cases "pass" (which only may 
mean that the code meets all the defined/explicit 
requirements. (Trust is perhaps not widely 
considered explicitly here partly because TDD is a 
relatively new technique.) 

Ideally trust building aspects should be initiated at the very 
beginning among all system stakeholders (i.e. at the 
requirements stage) no matter which lifecycle method is 
used. Trust requirements are important to final users as 
well as to other stakeholders such as developers, managers, 
clients, and system sponsors. Indeed many consider trust 
amongst Agile teams, tools and techniques for example to 
be absolutely vital to help generate a credible "win-win" 
specification. Yet as many industry practitioners 
acknowledge this is rarely the case in practice due to deep 
seated cultural differences as between developers and their 
clients.  

It would appear that there is a methodological 'gap' with 
respect to intangible trust requirements, particularly with 
respect to aspects of UX that encompass hedonic, 
emotional aspects - not merely trust as rational decision 
making and tangible security. There is a methodological 
trust “gap”, particularly at the requirements stage. None of 
the notations within the UML (Unified Modelling 
Language) for example directly support intangible trust 
requirements - aside from generic use-case and domain 
models. Rather, the main focus is upon tangible security 
and assurance aspects. Methods such as MEASUR [10] 
claim to add value to existing approaches via ontology 
charting by seeking to capture not only semantic entities 
and their relationships but also organisational contexts and 
culture, including normative methods of working, both 
formal and informal. This may perhaps serve to reveal 
implicit trust aspects within workgroups or indeed trust 
expectations concerning the presentation layer of the 
system. However, MEASUR is not in fact as yet widely 
used outside academia, despite many years of effort. This 
lack of adoption limits its potential impact and relevance to 
addressing the trust gap, despite recent efforts to formalize, 
align and integrate MEASUR with modern component 
based design principles [10]. 

HOW TO FILL THE TRUST "GAP"? 
Dyadic trust between an e-service provider and consumer 
(trust as a set of expectations as to future behaviour, 
reliability, service quality et al.,) is typically influenced by 

both rational and affective drivers that in turn serve to 
influence technology acceptance levels. The well known 
and heavily cited TAM (Technology Acceptance Model) of 
a type proposed by [2] exemplifies this vision. It is implicit 
within such models, that trust is intimately related to risk; 
that is to say where there is no risk trust is not relevant. 
Rather, the higher the risk factors the more reliance needs 
to be placed by stakeholders on intangible trust 
requirements so as to mitigate perceived risk.  

However, it would be a mistake to say that mere security 
assurance equates to trust per se; rather, intangible 
perceptions of trust create the necessary pre-conditions and 
set of constraints within which systems are procured, 
developed, and are ultimately released. Thus, trust is acts as 
a super-set (universe of discourse) within which tangible 
security assurance standards are seen to operate. However, 
it is important to note that mere security assurance itself 
(e.g. secure message protocols, cryptographic techniques) 
can of themselves never fully meet the intangible trust 
concerns of users as part of their UX. For one thing, wider 
intangible cultural trust norms differ greatly across and 
within societies and cultures [12] and thus are highly 
relevant to "shared meanings" across cross-trans/national 
software development teams working across borders or 
with culturally specific B2B partnerships. Although 
intangible trust perceptions/expectations between business 
partners or as between developers and clients mediate 
requirements negotiations from the earliest stage of the 
software development lifecycle, there are two fundamental 
problems that we seek to address:  

a) Firstly, intangible trust requirements are often at least 
partially implicit, hence developers and clients may not 
themselves fully realise its potential impact upon eventual 
system acceptance until too late in the development of the 
system. When (due perhaps to disagreements or ambiguity 
or un-stated sets of trust expectations, i.e. norms and meta-
norms) such issues may become more explicit, resulting in 
a mismatch as between a norm and an agreed set of 
functional requirements. Such matters cannot even be 
realised (hence alterations made) by system developers or 
their clients before actual release of the system unless 
intangible trust is fully and richly articulated (hence made 
fully visible) to all system stakeholders. 

Candidate solution?: Deontic logic has previously been 
used to define norms and meta-norms in the context of 
enabling MONA (Portugese Acronym for a norm modeler 
for tailorable user-interfaces) [14]. It may be that in the 
future the definition of high-level trust specific norms and 
meta-norms can (since the natural language version of 
deontic logic is easily interpretable by clients) be 
potentially useful in framing intangible trust issues - thus 
potentially impacting on the design of a user's UX.  A 
potential advantage of the use of deontic norms is that they 
are expressive enough to reflect well known cultural 
differences of the wider social world within which the 
system is seen to operate.  

15



 

b) Secondly, there is a notation gap with respect to 
articulating intangible trust requirements. Within the rich 
and expressive notational vocabulary of the UML, there is 
no specific notational support for trust, other than as a 
natural text narrative to enrich the domain model. Various 
notations and formalisms such as state-charts have been 
adapted to reflect some aspects of intangible HCI trust 
requirements. However these extended or otherwise 
specially adapted charting methods are not widely used 
outside academia. Formal and mathematical notations 
claim to have been used for trust, yet they often only 
actually reflect tangible security paradigms. There has been 
some emergent work on the development of trust specific 
notations and methodologies such as The Shared Meanings 
Design Framework (SMDF) to capture trust requirements 
across stakeholder groups. Few if any of these notations 
are used outside academia. 

Candidate solutions?: Perhaps suitable extensions to the 
well known UML notation can be provided to support the 
explicit articulation of intangible trust issues (for example 
the domain model). As yet, this potential has only been 
tentatively explored in relation to intangible trust [15], 
though recently approaches such as UMLTrust seek to 
offer support for intangible as well as tangible security 
aspects: trust policies, scenarios as well as trust 
certification [16]. One alternative path going forward is 
perhaps that one of the many trust specific notations to 
emerge out of academia will be adopted or otherwise 
influence industrial practitioners, such as the SULTAN 
(Simple Universal Logic-oriented Trust Analysis Notation) 
[17] and associated tool-kit previously developed at UCL. 

In our earlier discussions it was apparent that there is no 
one methodology that is universally adopted. Rather, 
methods are selected by client-developer partnerships 
according to the "best fit" to whatever type of software 
system is proposed. For this reason we are very hesitant to 
supply any definitive answer to the trust "gap" across every 
method; but the above suggestions may perhaps at least 
prove useful as potential candidate solutions. In any event it 
is our contention that card-sorts have been shown to add 
value to the probing of intangible trust perceptions using 
B2C sites. Either in relation to early designs or in relation to 
pre- or post release UX intangible trust evaluation. So 
whilst various possibilities exist with respect to enriching 
existing methodological practice, UX trust perceptions can 
at least be probed empirically, once an artifact has emerged 
from the development team. It would of course be more 
desirable if as part of whatever methodology is used to 
develop artifacts, that intangible trust notational support 
could be agreed upon and more widely adopted. Thus far, 
whilst various tentative suggestions have been made by 
academia, industrial practice has tended only to support 
tangible security requirements at the expense of intangible 
trust concerns. 

CONCLUSION 
Intangible trust forms an important yet somewhat elusive 
part of both UX, and wider technology acceptance. Without 
trust building (explicit or implicit or both) systems will 
simply be not adopted or "work around's" will be employed. 
Despite the importance of intangible trust building, there 
appears to be a methodological and notation 'gap'.  The 
framing of system design within explicit trust norms may 
prove to be useful since any methodology could be "front-
ended" by a set of norms that are method and notational 
independent of any existing method. The alternative or 
complementary approach is to leverage an existing notation 
(e.g. the UML) for intangible trust or perhaps (even more 
speculatively) to seek to influence industry standards and 
methods such that they fully encompass intangible trust 
requirements. Others have tried to develop their own 
methods yet these are surely doomed to failure unless 
industrial developers and their clients feel that the trust gap 
is worth filling (adds real "bottom line" value?) Perhaps at 
present there is a certain cynicism that leads to rapid system 
release followed by numerous "patches" that seek to paper-
over gaps in requirements. This is both the fault of clients 
(too demanding time-scales) and developers. But it is also 
because of a "gap" in the industry methods and notations 
currently deployed.  

As wider notions of UX grow it is to be hoped that this 
"gap" will be filled as all stakeholders come to realize the 
importance but also acknowledge the intractability of trust; 
including the fact that we lack models of trust that take into 
account "obvious" cultural differences. Thus, there will be 
no quick "fix", rather the trust gap reflects deep seated 
cultural divide as between system stakeholders, 
organisational needs and current paradigms.  

Many challenges remain not the least of which is: how to 
define intangible trust in the first place. Deciding how and 
what to "measure" becomes a central question - particularly 
perhaps with respect to the impact of cross-cultural trust 
norms. The extant literature in B2C e-trust has perhaps 
tended to place over-relied on methods such as 
questionnaires and under developed ways of probing user 
cognition such as card-sorts. Perhaps in the future, hybrid 
approaches that seek to triangulate as between 
physiological metrics and cognitive metrics by 
incorporating neuroscience may add value to evaluating 
trust as part of UX [1]. This may in turn lead to the 
definition of objective physiological trust metrics as well as 
subjective metrics in relation to the UX.  

If industry is willing to embrace new "blue-sky" techniques 
and sees added value in funding studies in Usability Labs., 
as part of their requirements gathering /interface design 
validation studies then intangible trust requirements 
gathering activities could form a normative part of every 
software project that has end users irrespective of the actual 
choice of methodology. As yet though, too often failure to 
address intangible trust perceptions result in lack of 
adoption or expensive "fixes" and software re-releases.  
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To cite one well known UK Public Sector instance: the 
lengthy adoption of the NHS (National Health Service) GP-
to-hospital "Choose and Book" specialist referral e-booking 
system has been frequently ascribed as being due to an 
initial failure to address stakeholder trust and mistrust 
issues at an early stage in the system's initial specification. 
This initial failure led to not only to an initial lack of 
adoption by GP's, but was the prime cause of numerous 
subsequent system upgrades over a lengthy eight year time 
scale [18]. 
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ABSTRACT 
The paper identifies three main phases of designing user 
interfaces: user experience (UX) engineering, interaction 
design and software development. The paper focuses on the 
interplay between UX engineering and interaction design. 
It is argued that the gap between these two phases in 
inherently challenging. To overcome the gap, designers’ 
knowledge on the results of UX activities and general UX 
guidance is critical. Incentives on good UX can be one 
means for good results.  

Keywords 
user experience, interaction design, software design 

INTRODUCTION 
The workshop theme is the challenge in making the 
interplay between user experience and software design 
successful.  
This paper argues that there actually are three main phases, 
instead of two: user experience (UX) engineering1, 
interaction design, and software design.  
Interaction design produces the visual and logical design of 
the system from the user’s point of view (user interface), 
i.e. the design of: 
− individual user interface elements, such as dialogs, 

menus, tables, etc.  
− the structure of the user interface, such as the 

identification,  definition and design of the windows 
− visual appearance 
− also supporting material such as user manuals 
Software development is used to implement interaction 
design. In other words, interaction design, as such, is not 
software development.  
Thereby, this paper argues that main phases of designing 
interaction solutions are:  
1. UX engineering: provides user driven data to guide 

interaction design 
                                                                 
1 The term UX engineering is analogous with the term ‘usability 

engineering’. It covers not only UX evaluation but also 
understanding users, their goals, tasks and environments of use, 
and UX requirements determination.  

2. Interaction design: driven by UX engineering activities 
and UX design guidelines and standards, one creates 
interaction design solutions (ISO/IEC 2010) 

3. Software design: interaction solutions are implemented 
through software.  

Thereby, there are two separate challenges of interplay: 
− the interplay between UX and interaction design  
− the interplay between interaction design and software 

design 
These different kinds of phases are illustrated in the 
‘JFunnel’ lifecycle model: UX guided interaction design, 
Figure 1.  In the figure, the three activities are marked with 
different colors:  
− orange: UX activities  
− light grey: interaction design 
− dark grey: software implementation 
In this paper, we focus on the interplay challenge between 
the two first sets of activities: UX engineering (orange) and 
interaction design (light grey).  

UX ENGINEERING AND INTERACTION DESIGN 
The distinction between UX activities and interaction 
design is made because the two kinds of activities have a 
fundamental difference:  
− UX activities produce various kinds of user data, such 

as user descriptions, UX requirements, and results 
from evaluations (but does not produce interaction 
design solutions) 

− Interaction design produces the actual user interaction 
design solutions: GUI designs, user documentation, 
and so on.  

In other words, the role of UX activities is to provide user 
data to the interaction design activity; the role of the 
interaction design activity is to transform this data into 
design solutions that represent good UX. This is illustrated 
also with the arrows from other activities to the interaction 
design activity (Figure 1).  
This separation is also useful because those who carry out 
UX activities (UX specialists) are often not the same 
people as those who produce design solutions (interaction 
designers). Moreover, the model illustrates that it is not 
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enough to introduce UX activities - UX activities have no 
value unless the results are taken into account in the 
interaction design activity. 

The UX Input for Interaction Design 
The UX activities can be categorized into two groups:  
− UX requirement activities that provide data based on 

analysis of users without any prototype or model of the 
system to be developed (activities 1…4) 

− UX evaluation activities that provide feedback on a 
prototype or a model of the system under development 
(activities 6,7) 

The UX requirement activities (1…4) provide data such as 
− user group descriptions 
− user  goals, tasks and work descriptions 
− UX targets: strategic targets are at business level; 

operational targets are at user level; UX measures 

The UX evalutation activities (6,7) provide 
− qualitative findings about which design solutions work 

and which solutions do not work from the viewpoint of 
UX 

− results to which extent the UX requirements are met 
In addition, the generic UX guidelines provide principles 
and design guidance at generic level. Examples of such 
guidelines are ones from the ISO 9241 series [1]. 
These inputs can be categorized as follows:  
− UX activities 1-4 provide input for how to design 

systems to support users’ tasks and work 
− Generic guidelines provide input for how to design 

details of interactions 
− UX activities 6 and 7 provide feedback to both of these 

levels of design: how the user interface support users’ 
work; and how well the details are designed 

 

 
 

Figure 1. The JFunnel user experience life-cycle model [2]. The different types of activities are marked with different colors: UX 
engineering activities are orange, interaction design light grey, and software design (implementation) dark grey. 

 

The Challenge between UX and Interaction Design 
One can see that there is an obvious challenge in the 
interplay between UX activities 0…4 and interaction 
design: user definitions, user goals and task descriptions, 
and UX targets do not provide concrete guidance for 
interaction design. They provide only requirements, and it 
is the task of designers to transform this data into UX 
designs solutions.  
For example, consider a UX requirement “The system 
should be learnable without user training”. This kind of 
requirement represents a gap between UX and interaction 

design. It is a requirement for interaction design but does 
not provide any guidance for how to achieve it. It is a 
design challenge to produce design solutions that would 
meet the requirement.  
UX evaluation activities 6, 7 provide clear results what 
works and what does not work. But the results do not as 
such tell what a better interaction design solution is.  
UX guidelines provide more concrete guidance, but still 
they are more requirements than solutions. For example, 
“speak user’s language” does not say what the 
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understandable terms of a specific system are. One 
concrete category of UX guidelines, however, exists: 
interaction design patterns (e.g. [5]); although focus 
currently more on usability than UX).  

The Interplay between UX and Interaction Design 
The conclusion is that the interplay between UX and 
interaction design is an inherent challenge. The extent to 
which interaction designs truly represent good UX depends 
very much on the interaction designers: to which extent 
they are willing and able to transform the input of the UX 
activities and generic UX guidelines into interaction design 
solutions.  
Thereby designers’ knowledge on factors affecting UX is 
extremely important: results from the different UX 
activities and contents of general UX guidelines. One 
solution that has worked in designing good usability [3] – 
give incentives to designers – may also have a positive 
impact for designing good UX.  

DISCUSSION 
This paper focuses on the gap between UX engineering and 
interaction design, and argues that there is a gap between 
these two activities. UX requirements may be tough, and it 
may be a challenge to produce design solutions that meet 
such requirements.  
Would there be a direct gap between UX and software 
design?  

One should understand that there does not exist a single 
‘right’ interaction design solution: the UX requirements 
may be achieved with different kinds of design solutions. 
Thereby one should aim at producing such interaction 
design solutions that are easy to implement with software. 
In other words, one should aim for interaction design 
solutions that (1) meet the UX requirements and (2) are 
easy to implement with software. Probably this is 
achievable in most cases. But if not, then we have a gap 
between UX engineering and software design.  
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ABSTRACT 
The usage and importance of social media or Web2.0 
applications such as Youtube, Flickr, Facebook is rapidly 
increasing over the last years. They all build up on user 
communities, provide networking opportunities for their 
members, and are strongly related to audio-visual user-
generated content (UGC). Providing the user a good 
experience is a central success factor for such applications. 
Apart from standard usability principles the much broader 
concept of user experience (UX), including aspects such as 
fun, enjoyment, emotion, sociability and other factors have 
become relevant in the design of interactive systems. 
However little has been known on the usefulness of 
different evaluation methods for UX in the context of 
social media applications. We need to understand what new 
requirements for applying UX evaluation methods on these 
applications evolve and how to choose which of the 
existing methods are suitable for capturing different aspects 
of UX. This paper reports results and lessons learned on 
the usefulness of seven UX evaluation methods that were 
applied for evaluating ten different applications supporting 
non-professional users in sharing and co-creating user-
generated content. The results might be useful for 
practitioners and researchers developing social media 
applications when planning UX evaluation studies. 

Categories and Subject Descriptors 
H.5.1 [Multimedia Information Systems]: Evaluation/ 
Methodology, H.5.2 [User Interfaces]: 
Evaluation/Methodology 

General Terms 
Human Factors 

Keywords 
User experience, Evaluation methods, Social media, Web 
2.0, Communities, User generated content, Audio-Visual 
content 

INTRODUCTION 
For many applications, such as social media and social 
network sites, applications for sharing and co-creating 

audio-visual content, and, for instance, games, it is 
important that people enjoy using them. Thereby, providing 
people a good experience and evaluating their UX is 
becoming more and more essential [24].  
Hassenzahl [9] states that a “good UX is the consequence 
of fulfilling the human needs for autonomy, competency, 
stimulation (self - oriented), relatedness, and popularity 
(others - oriented) through interacting with the product or 
service (i.e. hedonic quality)”. Pragmatic quality, such as 
the usability of a system, is also contributing to a positive 
experience, but only through facilitating the pursuit of 
meaningful hedonic needs. The most important 
characteristics of UX are its normative nature 
(differentiating between a positive, desired experience and 
a negative, undesired experience that a user can have when 
interacting with an application) [10] as well as its dynamic 
nature [15]. 
Next to reach a common understanding on UX, there is still 
a lack of research on UX evaluation methods in general 
(see for instance an overview on UXEM in [30]) and on 
their usefulness in particular. Research papers and 
textbooks such as [4] provide surveys of different 
evaluation methods according to their appropriateness in 
different evaluation phases, their objectivity, reactivity and 
needed resources. However, little has been known about 
the usefulness of these methods for evaluating social media 
applications. This paper presents results and lessons 
learned of a case study we conducted to investigate the 
usefulness of both traditional and new methods for 
evaluating UX. 
This work was carried out in the framework of the 
European research project CITIZEN MEDIA 
(http://www.ist-citizenmedia.org/) which aimed to develop 
social media applications supporting non-professional users 
in sharing and co-creating user-generated content (UGC). 
Several applications have been developed and evaluated at 
three testbeds, namely in Germany, Norway and Austria. 
The evaluation activities for all three testbeds were guided 
by a common evaluation framework consisting of pre-
selected UX factors (e.g. fun/enjoyment, motivation, 
emotion, sociability, as well as usability) and a set of 
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evaluation methods considered as relevant for the context 
of the project (see [20]). Well known methods were 
combined or adapted in order to capture UX.  

BACKGROUND 
Over the years many usability evaluation methods have 
been proposed and evaluated. The research of Gray and 
Salzman [7], Hartson et al. [8], and Blandford et al. [1] 
established a basis for critical evaluation and selection of 
usability evaluation methods.  
Blandford et al. [1] propose a comprehensive list of ten 
criteria for evaluating UEMs. Reliability, also called 
internal validity, is the extent to which different analyses of 
the same system, using the same UEM, yield the same 
insight. External validity is the ability to apply the findings 
in the real world context. Thoroughness is a proportion of 
real problems identified by a method. Effectiveness is the 
product of reliability and thoroughness. Productivity is the 
number of problems a UEM identifies. The practicalities 
criterion is concerned with what is needed to integrate a 
method within design practice. The analyst activities 
criterion describes what analysts do when applying a UEM. 
Persuasive power is concerned with the ability of an 
analyst working with a UEM to persuade developers to 
change the system. Downstream utility is usefulness of the 
findings in informing design. Scope describes what kind of 
problems a method is useful and not useful for finding. 
When comparing usability engineering methods, Holzinger 
[11] considers the following criteria: applicability in phase, 
required time, needed users, required evaluators, required 
equipment, required expertise, and intrusiveness.  
Recently there has been growing interest in UX evaluation 
methods [30]. Several workshops have been organised to 
focus on the methods, techniques, and tools for evaluating 
UX such as CHI 2008 [28], CHI 2009 [19], INTERACT 
2009 [25] and COST294-MAUSE workshops ([16][29]) 
and special issues of HCI journals (e.g. [10][17]). 
Väänänen-Vainio-Mattila et al. [29] identified a set of 
requirements for practical UX evaluation methods. 
Requirements for UX evaluation in an industrial context 
have been identified by Ketola et al. [12]. Roto and 
colleagues investigated 30 UX evaluation methods during a 
SIG session at the CHI’09 conference ([25][26]). They 
found differences in requirements on UX evaluation 
methods in academia and industry. Industry needs methods 
that are lightweight, fast, and relatively simple to use. 
Academia emphasizes the importance of scientific rigor in 
the methods. Common requirements for industry and 
academia are: including experimental aspects and allowing 
repeatable and comparative studies in an iterative manner.  
Although a majority of UX evaluation methods originates 
from usability [26], knowledge on UEMs is not completely 
transferable on UX. A clear understanding of the 
differences between usability and UX evaluation methods 

and measurement models is still missing. There is a need 
for systematic knowledge on UX methods. Furthermore, 
there is a need for UX evaluation methods targeting 
community oriented applications [3]. 
By investigating usefulness of seven methods used for 
evaluation of user experience in the context of applications 
for sharing and co-creating user-generated content, this 
paper aims to increase our knowledge on UX methods. 

UX EVALUATION FRAMEWORK APPLIED WITHIN THE 
PROJECT 
We have developed a common framework for evaluating 
and addressing users’ experiences. Based on the previous 
work and the needs of the project we have identified eight 
central factors considered as relevant for investigating 
users’ experiences with audio-visual networked 
applications. UX is investigated from an individual 
perspective, and is further influenced by the social context 
[15] of the evaluated applications [22]. Thus, we included 
co-experience (UX6) and sociability (UX7) as relevant 
factors addressing these social influences on the individual 
experience in our UX evaluation framework [20]. The co-
experience approach [1] was considered as relevant for the 
testbeds – urban and rural communities – within the 
CITIZEN MEDIA project, as it focuses on the sharing of 
an experience and provides the basis for building 
relationships. From a methodological point of view we 
tried to investigate UX as social by applying group-based 
evaluation methods, which still need to be extended in the 
future [3]. Table 1 lists these factors together with the main 
questions (further sub-questions were defined) they 
address. These UX factors were applied to collect user 
feedback from all three testbeds and to detect common UX 
problems or demands (see resulted UX patterns in [18]).  

Table 1. UX Factors used as a Starting Point within the 
CITIZEN MEDIA Project 

UX Factor Question 
UX1 
Fun/enjoyment 

To what extent do users enjoy the 
applications in real usage? 

UX2  
Emotion 

Which emotions arise from the usage of 
the developed applications? 

UX3  
Motivation 

Why are users motivated to participate, 
contribute and co-create networked 
audiovisual content? 

UX4 
User engagement 

Who are the users with the highest 
interest in user-generated media? 

UX5 
User involvement 

How does user involvement increase over 
time? 

UX6 
Co-experience 

How do the developed applications 
support co-experience? 

UX7  
Sociability 

How do the developed applications 
support human-human interaction? 

UX8  
Usability 

To what extent are the users satisfied with 
the usability of the developed 
applications? 
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Table 2 briefly describes the usage of the evaluation 
methods within the project. For each method we give a 
brief description of the type and maturity of the application 

that was evaluated. A detailed description of the UX 
factors and evaluation methods we used can be found in 
[20].  

 
Table 2. Used Evaluation Methods within the CITIZEN MEDIA Project:  

Well known methods were combined or adapted in order to investigate UX in Germany, Norway, and Austria. 

 

OUR APPROACH 
As a step towards building and consolidating knowledge on 
UX methods, we wanted to explore the usefulness of the 
UX methods in a real-life context from the perspective of 
the researchers and developers working in the project. We 
thus focused our research on the scope and downstream 
utility. In the context of this research, scope describes what 
kind of user experience factors a method is good and not 
good in finding. Both downstream utility and scope are 
subjectively evaluated by the researchers in the project. To 
collect the data we developed two open-ended 
questionnaires. The questionnaire evolved through several 

iterations for optimal clarity and accuracy. We sent the 
survey to eight researchers involved in the evaluation 
activities. Six of the researchers were experts in HCI and 
usability, and two were master students focusing their 
studies on HCI and user experience research. All of them 
had relevant methodological expertise and were provided 
training if needed. 
The first questionnaire collected the following information 
about the evaluation method: description of the method, the 
resources used on data collection and analysis, description 
of the amount and the type of the collected data, and the 
rationale for using this method. The second questionnaire 

(UX) Evaluation Methods Method Description 
Lab based user study (1) User study with think-aloud and eye tracking [13]; IPTV (Internet Protocol TV); 

early prototype 
(2) User study with bio-physiological measurements; IPTV; working product (after 3 

months of usage)  
Focus group Group interviews with a facilitator [14]:  

(1) Less structured than usual focus groups; combined with a short questionnaire; IPTV; 
early in the process [22]. 

(2) Focus group with free exploration session integrated into a workshop; two web-based 
applications; during the design phase 

Experience sampling (ESM) ESM implemented as a part of the application [21]; answering by clicking on smiley-
faces; web-based application for collaborative story telling; non-public alpha version of 
the application 

Online survey Web-based survey with closed questions [13]. 
Web based application for sharing User Generated Content (video); shortly after the 
application went online; use case (content based communication); both early and later in 
the evaluation 

Group-based expert 
walkthrough  

(1) Scenario based usability inspection method [5]; web based application for sharing 
User Generated Content (video); after the application went online 

(2) A variation of the method combining elements from focus groups and usability 
evaluation [6]; also used in combination with focus group elements; web-based 
application for sharing music; prior to redesign; in combination with focus group 
elements used for evaluation of beta-version 

(3) Group-based expert walkthrough in combination with focus groups elements; hands-
on sessions also included; web-based application for collaborative story telling; non-
public alpha version of the application 

(4) In combination with discussion and free exploration; unified Electronic Program 
Guide [23]. 

Extended heuristic 
evaluation 

Extended heuristic evaluation was a variation of the standard heuristic evaluation where 
the test leader moderated the evaluation and provided additional explanations; web-based 
application for sharing UGC (photos and texts) on a city map; evaluation of the paper 
prototype 

Interview Interviews with application domain experts preceded by hands-on sessions [5]; web based 
application for sharing User Generated Content (video); ready product 
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collected background information about a researcher, the 
researcher’s general opinion on the method, the 
researcher’s experience with the method in this project, 
including usefulness and drawbacks of the method and 
lessons learned. The analysis was done by one researcher. 
To reduce the threat to validity that might introduced by 
this, and to facilitate analysis of the qualitative data we 
used the coding process described by Seaman [27]. The 
collected answers were categorized according to the above 
described criteria. . 

USEFULNESS OF THE EVALUATION METHODS AND 
RECOMMANDATIONS 
This section both reports our findings on the usefulness of 
the used evaluation methods for capturing UX, and 
provides relevant recommendations. Table 3 gives an 
overview of the methods we used for capturing UX factors. 
When describing the usefulness of a method for capturing 
different UX factors, the researchers also reflected on the 
cost/benefits of a method.  
Table 3. Scope of the used Evaluation Methods with regard to 

the UX Factors addressed within the project 

UX Factor (UX) Evaluation Method 
UX1 
Fun/enjoyment 

Lab based user study, focus group, ESM, 
group-based expert walkthrough 

UX2  
Emotion 

User test, focus group, ESM, online 
survey, group-based expert walkthrough 

UX3  
Motivation 

Focus group, online survey, group-based 
expert walkthrough, interview 

UX4 
User engagement 

Focus group, online survey, group-based 
expert walkthrough 

UX5 
User involvement 

Online survey, group-based expert 
walkthrough, interview 

UX6  
Co-experience 

Group-based expert walkthrough 

UX7  
Sociability 

Focus group, ESM, online survey, group-
based expert walkthrough, interview 

UX8 
Usability 

User test, focus group, ESM, group-based 
expert walkthrough, extended heuristic 
evaluation, interview 

 

Lab based user studies with bio-physiological 
measurements were reported to be useful for capturing fun, 
emotions, and usability, particularly when reaching the 
users in a real life environment was difficult. However, the 
method is complex in terms of data collection and analysis. 
Hands-on sessions preceded interviews, were integrated in 
workshops with focus groups, and used in an adapted 
version of group-based expert walkthrough. The 
importance of these sessions for capturing UX was 
emphasised by all researchers. Common experience in 
exploring applications made it easier for the participants to 
talk about non-functional aspects of the applications, 
particularly about enjoyment, emotions, motivation, co-
experience and sociability. One could compare enjoyment 
and emotions of users when using different functions of the 

old and the new version of an application. When evaluating 
another application, the participants worked together on a 
common collaborative task (writing a story together). This 
common experience made it easier to discuss feelings 
related to use of these applications such as emotional 
response when a co-author has deleted a paragraph. A 
common task has been very useful for initiating discussions 
on sociability and co-experience. 

Recommendation 1: Encourage collaboration. 
Investigating motivation, user engagement, user 
involvement, co-experience and sociability at the level of 
communities and families is essential for applications 
aiming to support sharing and co-creation of UGC. Both 
tasks and evaluation methods should reflect this priority. 
Extending well known methods such as interviews, focus 
groups, and group-based expert walkthroughs with 
hands-on sessions and usage of collaborative tasks has 
been very useful for capturing these factors.  

The researchers also reflected on the importance of 
different UX factors in the different project phases and in 
the relation to the availability of other UX evaluation 
methods. For example, a researcher said: Especially in this 
early phase in the evaluation process, issues concerning 
motivation need to be investigated in detail. The online 
questionnaire was valuable in doing so.... Since no logging 
data was available at this point of time in the evaluation 
process, it was good to receive any information about the 
usage of the platform. 

Recommendation 2: Start to evaluate UX as early as 
possible. Early feedback is very valuable to the 
developers. In particular, feedback on motivation, 
emotions, and anticipated engagement is valuable. 
However, one should adapt both the methods and the 
measurement to the evaluation phase. As the project 
progresses, one can move towards finer granularity 
evaluation. For example, one can measure the emotions 
related to a general idea of a tool for collaborative 
writing early in a project and emotions related to a 
particular function of the tool later in the project.  

Not surprisingly, usability was easiest to measure, as it is 
the most standardized factor. When describing the 
usefulness of a method for capturing usability, our 
respondents used the term “very useful” without exception. 
On the other hand, fun, emotions and co-experience were 
reported as difficult to measure. Furthermore, they pointed 
out the centrality of usability and its effects on other user 
experience factors: In my opinion, a usability test is an 
essential part of a user experience evaluation, because if 
the usability of an application is bad, this has further 
effects on other UX factors like motivation or user 
engagement among the users.  
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 Recommendation 3: Evaluate usability and its 
influence on UX. Evaluating usability together with 
other UX factors is beneficial particularly early in the 
project. Other factors often might be affected by usability 
(e.g. motivation). Capturing several factors together thus 
makes it easier to understand the results and to organise 
the studies. One the other hand, one should not explore 
too many factors in the same study. 

A summary of downstream utility (Table 4) is based on 
self-reported usage of the evaluation results for the further 
design and the development of the application. All the 
methods have been reported as useful for the subsequent 
project phases. When describing the usefulness of the UX 
feedback collected by a method, the researchers always 
related usefulness to the complexity of the analysis (simple 
analysis was appreciated), the phase of the project (early 
feedback was appreciated), and the necessary effort. For 
example, feedback from expert interviews was directly 
used to inform design, but the researcher reported that a lot 
of interviews were needed in order to capture feedback 
from different stakeholders.  

Table 4. Downstream Utility 

(UX) Evaluation 
Method 

Downstream Utility  

Lab based user study Useful; usability problems 
identified; complex 

Focus group Useful; list of suggestions 
provided; can explore only 
limited number of UX factors 
in a session 

Experience sampling Useful; simple analysis 
Online questionnaire Very useful; UX trends 

captured early; past behaviour 
and opinions; simple analysis 

Group-based expert 
walkthrough 

Useful; specially for exploring 
common community 
experience 

Extended heuristic 
evaluation 

Useful; new solutions 
provided 

Expert interview Useful; demands a lot of effort 
 

Collected feedback influenced design by capturing users’ 
past behaviour and trends, identifying specific problems, 
identifying solutions, providing better user experience, 
providing new solutions or ideas for improvements, and 
providing rationale and ideas for complete redesign. In one 
case, a negative user experience collected by an expert 
group walkthrough led to a complete redesign of the 
application. In particular, feedback on motivation and 
emotions had a great persuasive effect on the design team. 
The participants stated clearly that they could not see the 
purpose of an application for collaborative writing and that 

writing is something very private for them. For evaluating 
the next version of the same application, ESM was used 
together with group-based expert walkthrough for 
collecting feedback on enjoyment, emotions, and 
sociability. The feedback was very positive, and only some 
minor changes of the applications were proposed. 

Recommendation 4: Evaluation should be playful and 
provide added value for the participants. One cannot 
overemphasize the importance of providing a safe, 
comfortable and playful evaluation environment, and 
giving ‘something extra’ to the study participants. The 
opportunity to learn and try something completely new 
and to affect the development of new applications is not 
only very stimulating and rewarding for the communities 
of users and experts participating in the evaluation, but 
also positively affects usefulness of the evaluation 
methods. When working with communities it is very 
important to build a trustful relationship for ensuring a 
successful long term relationship. 

Although they are a commonplace in usability evaluation, 
simple recommendations such as “Conduct evaluation in 
nice and familiar environment”, “Prepare playful tasks”, 
“Use original and playful ways for studies promotion”, 
were repeatedly reported by the researchers as very 
important for the usefulness of the methods used. 

Recommendation 5: Prepare for diversity. In depth 
knowledge of your communities—the different groups of 
users and non-users—is essential for successful data 
collection. Different versions of questionnaires and focus 
group guidelines should be prepared for different user 
groups (e.g., professional cabaret artists, amateur artists, 
and theatres) and evaluators/moderators should be able 
to speak ‘different languages’ (e.g., to talk to children, 
teenagers, and elderly people) at the same time.   

When describing the usefulness of the evaluation results, 
researchers emphasised importance of good knowledge of 
communities and relationships among them. Questionnaires 
tailored to different communities have been more useful 
than general ones. The researchers also reported that good 
collaboration with designers and developers teams was 
important for uptake of the evaluation results. Good 
knowledge of the application including the ideas of the 
designers that might be not yet implemented or presented at 
a paper prototype was very useful, as well as the ability to 
clearly and quickly report the results on user experience. 
Quotations being typical for users’ emotions and 
motivations were highly appreciated by the designers and 
developers.     

Recommendation 6: Be best friends with the 
developer. Good knowledge of the application under 
development is very important for the success of the 
evaluation. Evaluators/moderators should be able to 

25



explain ideas behind paper prototypes and screenshots. 
Communicating the results of the evaluation clearly and 
in formats understandable to the developers is extremely 
important for uptake of the evaluation results.    

CONCLUSIONS AND FUTURE WORK 
We conducted a survey among the researchers involved in 
the evaluation activities of the CITIZEN MEDIA research 
project that developed a plethora of applications supporting 
non-professional users in sharing and co-creating user-
generated content. Combinations of well known evaluation 
methods and their home-grown adaptations were used (as 
there were no clear defined UX evaluation methods 
available yet, fitting the needs of the project). Our results 
indicate that group based evaluation methods (group-based 
expert walkthrough and focus groups) were useful for 
measuring a broad spectrum of the pre-defined UX factors. 
Some factors such as emotions, fun, and co-experience 
were difficult to measure and there is an urgent need for 
development of such methods. Furthermore methods for 
sharing individual experience have to be extended to 
capture shared experience of community of users. 
Collaborative playful methods and collaborative tasks 
supported well move from individual user evaluation 
methods to community evaluation methods (e.g. [3][23]).  
Within this paper, we summarized our results and lessons 
learned from the evaluation activities in several 
recommendations, which might be useful for practitioners 
working in the area of UX in general, and UX of social 
media applications in particular. Furthermore, our 
experience might be a useful input for the ongoing 
discussions on UX evaluation methods and measurement 
within the HCI research community, which special 
attention on how to support the design and development 
process of new applications, software, or systems.   
As pointed out by Blandford et al. [1], comparison of 
evaluation methods is very complex and cannot be done by 
one study. Although our study covers a broad range of 
evaluation methods, UX factors and social media 
applications, it does not draw on a large data collection 
from numerous subjects with different background, 
experiences, and contexts. Furthermore, usefulness was 
subjectively evaluated by the researchers in the project 
while the development process was still in progress. We 
plan to extend our work by mail-based interviews of the 
developers investigating down-stream utility in more 
details and with objective evaluation of usefulness based 
on the inspection of the project’s documentation and 
tracing of actual design changes. We also encourage other 
researchers to validate and complement our 
recommendations by further studies. 
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ABSTRACT 
Here within we describe our practical experience with the 
orchestration of human computer interaction (HCI) methods 
and extreme programming (XP) software development 
processes. We show how we selected the applied methods 
based on the motivating goals and values of developers by 
using a means-end approach. We discuss our experiences 
with the applied methods and conclude with some advice 
on which HCI methods are optimally supporting extreme 
programming developers.  

Author Keywords 
HCI methods, software development, extreme 
programming, usability. 

ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

INTRODUCTION 
A problem when HCI engineers are to collaborate with 
extreme programming software developers is the difference 
between cultures: Software engineers on the one hand and 
HCI experts on the other hand come from different domains 
with different attitudes, approaches, backgrounds, and even 
different ways to express themselves. The XP process 
requires tight cooperation in teams, which reveals 
differences between engineers and HCI experts very 
quickly: engineers have a technical approach to software 
development whereas HCI experts mainly have a 
psychological background, hence taking a cognitive view 
on the software development. These differences can lead to 
problems. Methods to prevent this have to be integrated into 
the collaboration process. To avoid cultural problems HCI 
methods must fit the developers´ needs. Our approach to 
provide this match of methods is to look at the psychology 
(goals and values) of developers and derive user-experience 
(UX) requirements (REQ) from them. In our case UX is 
meant as the programmers experience in relationship to the 
applied HCI methods. On this basis we select HCI methods 
to optimally support the development process. The insights 
in this paper come from a research project where the goal 
was to orchestrate usability and XP processes.  

GOALS AND VALUES OF XP- DEVELOPERS 

Foundations 
In order to identify the necessary selection of HCI methods 
we need to consider that HCI methods - in most of the cases 
- are not the prime focus of XP programmers, not under 
their constant attention nor necessarily fit for application in 
XP- processes. Therefore, to achieve a higher user-
centeredness and an enhanced usage and acceptance of 
usability methods in agile teams the following two pillars 
need to be fostered: 

a.) Position usability methods in a way that they fit 
the agile team structure and process without 
disturbing the primary task: software development 
(=adoption towards the organizational and process 
goals). 

b.) Align the usability methods towards the 
programmer’s goals and values in order to achieve 
acceptance and use of these methods beyond 
indoctrination (=adoption towards psychological 
and developer’s goals). 

Developer’s UX Requirements 
The methods we used to elicit the requirements are focus 
groups due to availability of the developers and a means 
end approach [[2]] as it provides insights into motivating 
goals and values of developers. This was done to elicit the 
UX requirements of developers related to HCI methods. 
The findings suggest that the requirements are, that HCI 
methods: 

• REQ1: have to be easy to apply  
• REQ2: are efficient (in terms of time and cost) 
• REQ3: are non-intrusive related to the developers 

workflow 
• REQ4: support team orientation and inter-team 

communication  
• REQ5: enable learning and finding new approaches  
• REQ6: must make ambition (professional AND personal 

achievement) achievable 
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HCI METHOD SELECTION 

Pool of Methods 
When we started our research project it was not clear to us 
which HCI methods should be preferred in XP development 
processes. Hence we started with a method mix containing: 
user studies, usability laboratory tests, usability expert 
evaluations, (adopted) personas, and extended unit-tests in 
the sense of automated usability evaluation (AUE) [[4]]. 
The question then was: which HCI method to select? 

Selection 

Personas 
Personas are archetypical descriptions of real users, 
representing the target user group. Personas are often 
described in a narrative way and are designed to help 
software developers to get a better understanding of the real 
end-user they are developing for [[1]]. We have chosen the 
personas method based on requirements REQ1, REQ2, 
REQ3 and REQ4. 

Extended Unit Tests 
In XP unit testing is mandatory. Our approach extends the 
technical unit tests by adding usability- specific test cases. 
At the time writing we are experimenting with a graph-
based approach [[3]]. We have chosen extended unit tests 
based on requirements REQ2, REQ3, REQ5 and REQ6. 
CONCLUSION 
Personas have been a great success and have also been 
honoured by the developers. An observation worth 
reporting is that there seems to be a small fraction (in our 
case: one out of six) of developers who are “resistant” to 
the personas method – hence reject it completely. We 
suggest conducting a psychological screening of developers 
before setting up teams to be able to identify those people 
in order to cope with the problem. 

The experience with the approach to extend unit tests is 
twofold: on the one hand we succeeded in including 
automated usability evaluations in the nightly build. On the 
other hand the actual testing frameworks are not suited for 
AUE. Hence new AUE-tools have to be developed. Our 
graph-based approach is promising but – by now – much to 
abstract (there is a need for graph- and HCI knowledge to 
interpret the results). For practical implementation such 

tools have to provide easy to understand and clear usability 
feedback to the developers. 

FUTURE RESEARCH 
Future research will have to provide AUE-tools, which 
enable developers to easily grasp HCI knowledge from the 
tool in order to implement usability accordingly. 
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ABSTRACT 
The main purpose of this paper is to evaluate a set of 
theory-grounded User Experience (UX)-related measures 
which are supposed to persuade course designers of 
particular UX-related problem areas based on a specific 
feedback format. Specifically, two online surveys on a 
university online course were conducted with the former 
focusing on the quantitative ratings and the latter on 
qualitative comments. The course designers were asked to 
assess the persuasiveness of the feedback with respect to 
eight dimensions. The results show that UX-related 
problem areas anchored in the DeLone and McLean’s 
Information Systems (IS) Success Model (ISSM) had a 
consistently higher level of perceived persuasiveness than 
those anchored in the Technology Acceptance Model 
(TAM) 3. The discrepancy can be attributed to the nature of 
items: process- vs. trait-based). Implications for future 
research on fixing UX-related problems are discussed. 
Keywords 
Course Designer, Design Characteristic, Feedback Format, 
IS Success Model, Persuasiveness, TAM3, User 
Experience. 

INTRODUCTION 
At the present day rigorous, i.e. theory-grounded, and 
relevant, i.e. practice-oriented, approaches for the design 
and evaluation of Virtual Learning Environments (VLE) 
are needed to improve the understanding and 
communication of educational needs among all 
stakeholders, including researchers and practitioners [10]. 
In this paper VLE are understood as systems for the 
administrative and didactical support of learning processes 
in higher education and vocational training settings by 
means of formal online courses [22]. Hence, it is of great 
importance to investigate the drivers or determinants of 
VLE success to assist system and course designers in 
building, operating and sustaining systems and online 
courses as integral parts that are useful and accepted by the 
end-user (here: students). However, a specific theory of 
successful VLE is currently missing as existing approaches 
focus on information systems (IS) in general with the 
DeLone and McLean’s ISSM [2, 3] being one of them. 
Contrary to the TAM, which does not propose concrete 

system design guidelines [23, 32, 34, 36], the ISSM 
identifies and provides general qualities which are thought 
to enhance user satisfaction, the use of, and the net 
benefit(s) (NB) of using a VLE [2, 3]. However, the main 
disadvantage of the ISSM used as a general approach is that 
specific VLE-related success drivers cannot be directly 
derived from the model itself. Rather, the ISSM offers 
insights into the process of how general qualities, namely 
system- and information quality, influence the final success 
[2, 3]. Hence, the ISSM offers a general and “useful 
framework for organizing IS success measurements” [27] 
which can and should be adapted to the VLE context [3, 
27]. Though, beside more general recommendations for the 
selection of success measures [29], there currently lacks a 
widely accepted set of measures relevant to VLE in 
particular. 
However, some latest research attempts striving for a VLE-
specific extension of the ISSM revealed a comprehensive 
and exhaustively validated set of system- and information-
related design characteristics relevant to VLE in particular 
[22]. As some of these design characteristics, respectively 
their corresponding items can be adequate measures for UX 
as well, these UX-related design characteristics may 
support designers (here: course designers1) in their attempts 
to fix not only usability-related issues [25] but also UX-
related problem areas (e.g. image, see Table 1). Thereby, 
UX-related problem areas anchored in the ISSM are 
compared against the ability of selected UX-related ones 
anchored in the TAM3 [32] in order to carve out 
differences in the persuasiveness of the feedback format for 
course designers. This construct is assumed to be 
dependent on a) the kind of theory applied (ISSM = 
product-oriented; TAM3 = state-/trait-oriented) and b) the 
information richness of the feedback format provided. 
According to Nørgaard and Hornbæk [25], the underlying 
assumption is as follows: The richer the UX problem area-
related contextual information contained in the feedback 
format, the higher persuasiveness of this feedback format is 
for course designers. Thus, in search for a rigorous and 

                                                           
1 In addition to research efforts solely focusing on system 

designers [e.g. 6, 7, 8, 4, 15, 16, 25]. 
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persuasive UX-related feedback format2, the following 
research questions (RQ) will be addressed in this paper: 
RQ1: To what extent do students as end-users have more 
problems in specifying UX-related problem areas based on 
TAM3-related UX items than those based on their ISSM-
related counterparts (see Table 1, students’ item rating 
statements)? 
RQ2: To what extent do course designers perceive UX-
related problem areas (see Table 1: based on the construct 
label, construct definition, item wording, item-UX-match, 
students’ item rating and students’ item rating statement) 
originated in the ISSM to be more persuasive than their 
TAM3-related counterparts? 
RQ3: Which of the UX-related problem areas (TAM3- vs. 
ISSM-anchored) do course designers perceive to be more 
persuasive in case evaluators’ suggestions are provided in 
addition to the set of UX problem area-related contextual 
information illustrated in Table 1? 
Based on these research questions, the main purpose of this 
paper is to identify and validate a set of theory-grounded, 
UX-related measures of which persuasiveness presumably 
varies with feedback format. In this context, we define 
persuasiveness in terms of convincing course designers 
about the problematicity of particular UX-related issues, 
which may entail specific resolutions. 
In the paper we first explore the concept of UX as well as 
feedback formats as a means to persuade designers. Then 
we present the methodological framework regarding 
students’ specification of UX-related problem areas as well 
as course designers’ assessment of their persuasiveness of 
the feedback formats generated. Next, we describe the 
empirical results with regard to the overall persuasiveness 
of the feedback format (quantitative evaluation) and 
particular UX-related problem areas (qualitative 
evaluation) as perceived by the course designers. The 
aforementioned three research questions will be then 
discussed. Finally, implications for future research efforts 
and conclusion are drawn. 

BACKGROUND 
User Experience 
As distinct from usability-centred evaluations which 
roughly focus on task-related issues such as efficiency and 
effectiveness [7], “[UX] proposes a more holistic view of 
the user’s experience when using a product than is usually 
taken in the evaluation of usability” [12]. While 
pragmatic/do goals are associated with usability, 
hedonic/be goals address cognitive, socio-cognitive and 
affective aspects of users’ experience in their interaction 
with artifacts (e.g. users’ enjoyment, aesthetic experience, 
desire to repeat use, positive decision to use a digital 
artifact and enhanced mental models) [1, 16]. However, a 
consensual definition of UX does not yet exist, although 
ISO 9241-210 [13] provides one: “A person’s perceptions 

                                                           
2 As distinct from research efforts solely focusing on the 

persuasiveness of usability-related feedback formats [e.g. 25]. 

and responses that result from the use and/or anticipated 
use of a product, system or service” (clause 2.15), which is 
relatively simpler than, for instance, the comprehensive 
definition by Hassenzahl and Tractinsky [8], one of the 
many definitions in the literature [15]. In an attempt to 
understand the diverse interpretations of UX, the 
researchers, based on the results of a survey [15], have 
drawn a conclusion that UX is “dynamic, context-
dependent and subjective, which stems from a broad range 
of potential benefits users may derive from a product”. 

Feedback Formats as a Means to Persuade Designers 
Feedback can be understood as “information about 
reactions to a product, a person's performance of a task, 
etc. which is used as a basis for improvement” [25, 26]. 
According to Nørgaard and Hornbæk [25], feedback should 
fulfill the requirement of being persuasive: Firstly, 
feedback should convince developers that the problem 
identified does exist and helps them to understand it. 
Secondly, the persuasiveness of a feedback format is 
determined by the amount of contextual information about 
a problem it conveys. Thirdly, the ease the feedback can be 
used in the developer’s everyday work is important. 
Moreover, given that UX is inherently dynamic, context-
dependent and subjective [15, 16], feedback on UX-related 
problems should essentially be self-reported data to be 
captured by questionnaire, interview and think-aloud. 
Nonetheless, data on UX can be gathered with a survey 
where respondents are first required to rate a set of items 
with a Likert scale and subsequently interviewed to 
elaborate their comments on the items. 

METHOD 
Identifying Students’ UX-related Problem Areas 
Participants of the current study were eleven students of the 
online course Organizational Management, which was 
delivered during the summer term 2010 by the Chair of 
Management Information Systems (MIS) located at 
Saarland University/Germany. Prior to this study, these 
participants had been asked to complete a larger-scale 
online survey with 88 items being originated from ISSM 
and TAM3. The aim of this first survey (N=30) was to 
evaluate students’ acceptance towards the aforementioned 
course. Thereby, all items showed high levels of construct 
validity, evaluated via a satisfactory convergent (Average 
Variance Explained, Composite Reliability, significant 
indicator factor loadings exceeding a threshold of 0.70), 
discriminant, and nomological validity. Some of the first 
survey items can be mapped to the hedonic attributes of the 
model of UX proposed by Hassenzahl [6]. As the primary 
focus lies on more hedonic attributes, more pragmatic/task-
related ones such as the perceived usefulness as well as the 
perceived ease of using a VLE are out of scope of this 
paper [8, 12, 32]. The mapping was undertaken by the first 
and second authors of this paper, resulting in 17 items that 
constitute the second online survey. Consequently, the 
second survey consists of UX-related items. Specifically, 
we define a UX-related item as a problem area if its mean 
rating (averaged over all the respondents involved in the 
first survey) falls between 1.00 and 3.99 and as a still-to-
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be-improved area if it is between 4.00 and 4.50. In this 
case, a UX-related construct (the column Label in Table 1) 
could contain both types of area. The corresponding 
boundary values are defined by the MIS monitoring team 
responsible for the quality control of the MIS’s online 
courses. Moreover, UX-related problem areas originated 
from either the TAM3 or the ISSM are randomly put in one 
sequence to prevent sequence effects. In addition to the 
item (Table 1) the participants were provided with the 
corresponding average ratings3 (1 = strongly disagree; 5 = 
strongly agree) as well as a hint to their individual ratings 
of the first online survey (students were provided with a 
copy of their individual ratings after having completed the 
first online survey) and were asked to comment on them. 
The reasons for providing students with the averages as 
well as a corresponding hint to their individual rating in the 
first online survey are due to the university’s data policy 
prohibiting the chair’s monitoring team to confront students 
with their individual ratings of a preliminary survey 
directly. Thus, UX-related problem areas were further 
specified and thus contextualized based on students’ 
additional qualitative written input (illustrative example per 
item, see Table 1, column 6). 
In summary, the tasks the participants of the second survey 
had to undertake were: (i) They had to provide their 
personal statements to each item rating by referring to the 
online course Organizational Management; (ii) based on 
their statements, they had to explain how they would solve 
the perceived problem areas. This information could serve 
as a starting point for the evaluator’s suggestions (see Table 
1, last column), which were presented to the course 
designers to evaluate their persuasiveness of the feedback 
format. 

Evaluating the Persuasiveness of the Feedback Format 
by Course Designers 
Three course designers (1 professor, 1 research 
professional, 1 research assistant) were invited to attend 
semi-structured interviews to gather their evaluation of the 
persuasiveness of the UX-related problem areas (the first 
five columns of Table 1). In addition, the contextual 
information gathered from the participants in the previous 
step (the 6th column in Table 1) was further concretized 
with evaluators’ suggestions how to solve particular UX-
related problem areas (the last column of Table 1). The 
concretization was undertaken by the MIS monitoring team 
based on the participants’ qualitative written input as 
described in the previous step. Hence, the final feedback 
format that the course designers were provided with was a 
context-rich blending of a) a problem list and b) 
corresponding redesign proposals [25]. Presumably, this 
can better illustrate the causes and solutions of the UX-
related problem areas, and thus enhance the persuasiveness 
of such a context-rich feedback format as distinct from pure 

                                                           
3The mean values of the corresponding UX-related problem areas 

are based on students’ ratings gathered within the realm of the 
preliminary large-scaled online survey to evaluate their 
acceptance with the online course Organizational Management. 

problem enumerations [14]. In order to survey the 
persuasiveness of a) the overall feedback format in general 
as well as b) the UX-related problem areas in particular 
(see Table 1), a questionnaire was administered which was 
mainly based on Norgaard and Hornbaek’s [25] 
measurement instrument to evaluate the persuasiveness of a 
feedback format as perceived by developers. The 
corresponding questions are: 
Q1: “How useful is the information provided in Table 1 
(construct label, construct definition, item wording, item-
UX-match, students’ item rating and students’ item rating 
statement)  to your work on the online course 
Organizational Management? (1=not useful – 5=very 
useful). Furthermore, please comment on the usefulness of 
the information provided by referring to the UX-related 
problem areas label (e.g. user interface appeal, see Table 1, 
first column). 
Q2: How well does the information provided in Table 1 
help you to understand the UX-related problem area(s)? (1= 
very poor – 5 = very well). 
a) Please comment on the level of understandability of the 

information provided in Table 1 by referring to particular 
columns (i.e. vertical evaluation). 

b) Additionally, please differ between the understandability 
of the information provided in Table 1 by referring to 
particular item (i.e. horizontal evaluation). 

Q3: How well does the information provided in Table 1 
have an impact on assessing the severity of the UX-related 
problem area(s)? (1=very poor – 5= very well). Please 
comment on the severity of (a) particular problem area(s). 
Q4: How well does the information provided in Table 1 
help you solve the UX-related problem area(s)? (1= very 
poorly – 5= very well). Please comment on the ability of 
the information provided in Table 1 to solve a particular 
problem area(s). 
Q5: Do you intend to solve the UX-related problem areas 
illustrated in Table 1? (1 = not at all – 5 = absolutely). If so, 
which of the problem area(s) and why? 
Q6: Are you convinced that the information provided in 
Table 1 depicts real UX-related problem areas? (1 = not at 
all – 5 = absolutely). If not, which of the problem areas and 
why? 
Q7: Is the information provided in Table 1 easy to use to 
solve particular UX-related problem areas? (1 = not at all – 
5 = absolutely). If not, which of the problem area(s) and 
why? 
Q8: Does the information provided in Table 1 have an 
impact on your (re-)design strategy of particular UX-
related problem areas of the online course Organizational 
Management (here: prioritization of particular problem 
areas)? (1 = not at all – 5 = absolutely). Please comment on 
particular problem areas. 
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Table 1: UX-related Problem Areas as Perceived by Students’ of the Online Course “Organizational Management”: Overview 

A. ISSM-originated 

Additional UX Problem Specification Label** Definition** Item*/** Item-UX-mapping** 
(based on the model of 

UX [6, 16]) 

Average Item 
Rating from the 1st 

survey/ 
UX-related 

problem areas 
item*/** 

Participants’ qualitative 
comments given in the 

second survey/ 
UX Item-related Problem 

Description** 

Evaluators’ Suggestion/ 
UX-related item problem 

concretization** 

User 
Interface 
Appeal 

VLE are appealing if their 
graphical user interface has 
a pleasant appearance [11]. 

The VLE has an attractive 
graphical user interface [5]. 

beauty, 
visual aesthetics 3.36 - - 

I trust the learning material's 
originator (e.g. teacher, 

professional 
institution/organization) 

[22]. 

trust 4.27 

„Your learning materials are 
arranged very neatly, but 

they are incomplete in 
parts.” 

„Please clarify with your 
students what exactly is 

perceived to be incomplete, 
i.e. missing sample solutions 

and/or missing learning 
materials? In case the latter 
does apply, please clarify 

once again the chair’s 
didactic policy, i.e. the initial 

set of slides provided 
constitute a “starting point” 

which has to be “enriched” by 
the students’ themselves 

(dilemma: student vs. teacher 
viewpoint). 

The learning material's 
originator (e.g. teacher, 

professional 
institution/organization) is 

an (officially) approved 
source of information [22]. 

trust 4.18 
„I am not able to judge if he 

is a recognized source of 
information.“ 

„If applicable, emphasize the 
chair’s competence in this 

subject domain (e.g. insert a 
MIS seal of approval on the 

learning materials/slides 
provided which is associated 

with the chair’s latest 
publications (papers, 

textbooks), awards, etc.).” 

Information 
Credibility 

The information provided 
by VLE is credible if they 

originate from a trustworthy 
source (e.g. teacher, 

certified and/or reputable 
organizations, etc.) [21]. 

The learning material's 
originator (e.g. teacher, 

professional 
institution/organization) has 

a good reputation [22]. 

trust 4.09 „I cannot answer this 
question likewise.“ 

„If applicable, insert a MIS 
seal of approval on the 

learning materials/slides 
provided which is associated 
with the chair’s reputation in 

this subject).” 
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The tasks contained (with)in 
the learning materials arouse 

my curiosity [19]. 
Stimulation 3.36 

Partly. It may be better to 
work with open questions 
that are discussed with the 

tutor in class. 

„If applicable, please 
consider open questions too 
which should be discussed 

mutually in class (i.e. 
“offline”).” 

The tasks contained (with)in 
the learning materials arouse 

my ambition [22]. 
competence 3,55 [“Partly.”] 

If applicable, please consider 
open questions too which 
should a) require students’ 

initiative for further research 
(i.e. stimulate self-directed 

learning processes) and which 
should b) discussed mutually 

in class (i.e. “offline”).” 

Information 
Challenge 

The information provided 
by VLE is challenging if the 

learning materials contain 
difficult but interesting tasks 

which stimulate learners’ 
curiosity to solve them [21]. 

The tasks contained (with)in 
the learning materials are 
appropriately tricky [22]. 

competence 3,36 

„The tasks seem to be far 
away from the aspiration 

level of the final 
examination. Would be 

better to provide questions 
which do have the same 

difficulty level as the ones 
asked in the final 

examination.” 

„Please carify if the sample 
exercises do have the same 
difficulty level as the ones 

provided in the final 
examination. If not, please 
upload a mock exam which 

should be discussed mutually 
in the final tutorial.” 

B. TAM3-originated 

Additional UX Problem Specification Label** Definition** Item*/** Item-UX-mapping** 
(based on the model of 

UX [6, 16]) 

Average Item 
Rating from 

the 1st survey/ 
UX-related 

problem areas 
item*/** 

Participants’ qualitative 
comments given in the second 

survey/ 
UX Item-related Problem 

Description** 

Evaluators’ Suggestion/ 
UX-related item problem 

concretization** 

Subjective 
Norm 

The degree to which an 
individual perceives that 

most people who are 
important to him think he 

should or should not use the 
system [4, 33]. 

People who influence my 
behavior (e.g. fellow 

students, friends, parents, 
etc) think that I should use 

the VLE within the scope of 
my studies [22, 30, 32]. 

identification 2.00 

Those who are not studying at 
the university may not deal, 

and thus may not be 
interested in the VLE.” 

„If applicable, communicate the 
benefits of using the VLE 
(with)in the course to your 

students (e.g. citing empirical 
studies which proved the VLE 
to have a positive impact on 
students’ training success) so 

that most of them may perceive 
the use of the VLE/online 
course to be “obligatory”. 
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Fellow students at my 
university who use the VLE 

have more prestige than 
those who do not [20, 22]. 

identification 1.18 „Strange question again!“ 

„If applicable, please point to 
the innovative kind of teaching 

method which is applied 
(with)in the course so that 

students may get more aware of 
the novelty of the approach 
undertaken (as long as this 

effect may endure, a 
“demarcation” from other 

fellow students may be 
possible).” 

Fellow students at my 
university who use the VLE 
have a high profile [20, 22]. 

identification 1.18 „One does have a high profile 
when using the VLE?” - 

Image 

The degree to which an 
individual perceives that use 

of an innovation will 
enhance his or her status in 

his or her social system 
[20]. 

Having the VLE is a status 
symbol at my university [20, 

22]. 
identification 1.27 “What?” - 

VLEs do not scare me at all 
[31]. evocation (negative) 4.00 (inverse) 

„Sure…the use of the VLE 
was explained very well by 

the tutor!“ 

“In order to avoid any kind of 
inhibition in dealing with the 

VLE/the online course, a 
compulsory introduction in the 
use of the VLE/online course 
should be implemented at the 
beginning of the semester.” 

Working with a VLE makes 
me nervous [31]. evocation (negative) 1.18 (inverse) “Nervous?” - 

Computer 
Anxiety 

The degree of “an 
individual’s apprehension, 

or even fear, when she/he is 
faced with the possibility of 

using computers” [31]. 

VLEs make me feel 
uncomfortable [31]. evocation (negative) 1.27 (inverse) “This question is pretty 

strange too!” - 

I would characterize myself 
very spontaneous when I use 

the VLE [31]. 
stimulation 3.64 „Just do it, don’t think about 

it!“ 

“In order to avoid any kind of 
inhibition in dealing with the 

VLE/the online course, a 
compulsory introduction in the 
use of the VLE/online course 
should be implemented at the 
beginning of the semester.” 

I would characterize myself 
very creative when I use the 

VLE [31]. 
stimulation 2.64 

“Strange question likewise. 
What do you mean by 

creative?” 
- 

Computer 
Playfulness 

“….the degree of cognitive 
spontaneity in 

microcomputer interactions” 
[35]. 

I would characterize myself 
very playful when I use the 

VLE [31]. 
stimulation 2.45 

Playful? Do not know how to 
interpret and answer this 

question?” 
- 
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RESULTS 
Course Designers’ Ratings of the Feedback Format 
Table 2 summarizes the quantitative ratings per question 
(Q1-Q8) by providing the overall persuasiveness of the 
feedback format (see Table 1) per course designer, the 
corresponding mean values, standard deviations and 
perceived persuasiveness of UX-related problem areas. 
Course Designers’ Comments on the Feedback Format 
Supplement to course designers’ overall ratings of the 
feedback format (see Table 2) the following description 
reveals how course designers perceived the persuasiveness 
of particular UX-related problem areas. 
Perceived Usefulness of the Information Provided (Q1) 
All in all, the item ratings and evaluator’s suggestions are 
considered to be useful to address the following UX-related 
problem areas, namely computer playfulness and computer 
anxiety. Furthermore, students’ critique concerning 
information challenge (i.e. provision of sample tests) was 
assumed to originate from the lack of publicity for the 
announcement of such tests which were published in the 
VLE on a regular base. Besides, one of the course designers 
raised his concerns regarding image as a useful UX-related 
problem area as it was considered to be not related to the 
course designers’ work as a lecturer or author of the course. 
Understandability of UX-related Problem Areas (Q2) 
With regard to the course designers’ vertical evaluation of 
the understandability of individual variables in the 
feedback format presented in Table 1, the following results 
were obtained: The item as well as the combination of item 
and students’ comments per UX-related problem area was 
found to a) give the first idea that there exist particular UX-
related problem areas and to improve the understanding 
Table 2: Perceived Persuasiveness of UX-related 
Problem Areas Feedback Format 
Question Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 

Designer #1 4 3 2 2,5 5 5 2 4 

Designer #2 4 4 4 5 4 5 5 5 

O
ve

ra
ll 

R
at

in
g 

Designer #3 4 3 3 4 2 4 4 4 

Mean Values 4.00 3.33 3.00 3.83 3.67 4.67 3.67 4.33 

Standard 
Deviation 0.00 0.58 1.00 1.26 1.53 0.58 1.53 0.58 

Perceived Persuasiveness of Particular UX-related Problem Areas 

User Interface 
Appeal  + + 0 +    

Information 
Credibility  + + 0 + +   

Information 
Challenge - + + 0 + +  ++ 

Subjective Norm   - 0 + -   

Image -  - 0 ++ -   

Computer Anxiety +   0 ++   + 

Computer 
Playfulness + + + 0 ++ +   

- = UX problem areas considered not to be persuasive 
0 = neutral 
+ = UX problem areas considered to be persuasive 

 
of particular UX-related problem areas. However, in order 
to solve the problem the evaluator’s suggestions are 
inevitable. Furthermore, the information provided in Table 
1 was considered to give valuable hints, which, however, 
would need more in-depth information to understand what 
actually the problem was (e.g. Is the problem of 
understanding the material caused by the fact that questions 
do not have examination-level? Or is the VLE 
misunderstood as a mere examination-preparation-tool?). 
Concerning the horizontal evaluation of the information 
provided in Table 1, course designers found that the 
following UX-related problem areas were easy to 
understand: Computer playfulness, user interface appeal, 
information credibility and information challenge. On the 
other hand, image and subjective norm were considered to 
be very intangible and not reasonable at all. 
Assessing the Severity of UX-related Problem Areas (Q3) 
According to Hertzum [9], the severity of a UX-related 
problem area “is an assessment of the amount of trouble 
and inconvenience users will experience as a result of a 
specific aspect of a system. Severity assessments are, 
however, also recommendations about the urgency of 
fixing problems”. In the context of the current study, our 
concern was whether the feedback could facilitate the 
prioritization of UX-related problem. In other words, .the 
evaluation feedback was intended to persuade the course 
designers to fix problem areas of different levels of severity 
(here: ranging from 1.00 – 4.50) (cf. [14]). 
Regarding the severity assessments of the given UX-related 
problem areas (Q3 in Table 2), course designers did not 
evaluate the construct computer anxiety. In addition to that, 
subjective norm and image were considered not to 
constitute severe UX-related problem areas. On the other 
hand, the remaining set of UX-related problem areas (user 
interface appeal, information credibility, information 
challenge and computer playfulness) was considered to 
constitute severe UX-related problem areas which should 
be addressed to improve the course for the forthcoming 
semester. However, in order to improve course designers’ 
severity assessments, they required the feedback format to 
contain even more explicit students’ severity rankings in 
order to understand how severe a problem was actually 
perceived by them. 
Capability of the Feedback to Solve UX Problems (Q4) 
Concerning the capability of the information provided in 
Table 1 for solving the UX-related problem areas, the 
course designers appreciated the way the information was 
presented (“the table does provide the causes and solutions 
of the problems”), and here especially evaluators’ 
suggestions even though they were considered to be “not 
operative enough”. Thus, the item was considered to give 
“an idea that there exist particular UX-related problem 
areas, in order to solve them the evaluator’s suggestions are 
inevitable.” 
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Course Designers’ Intention to Solve UX Problems (Q5) 
Concerning the course designers’ intention to solve the 
UX-related problem areas illustrated in Table 1, the 
variation was relatively large (i.e. the column Q5 in Table 
2, Mean = 3.67, SD = 1.53). Specifically, we computed the 
so-called impact ratios [28] per course designers: 

Number of problems committed to be fixed *100 
Total number of problems found 

The results range from one course designer showing an 
impact ratio of 14% (“The UX-related problem areas 
presented do not constitute real problems […] So why 
should I solve them?”) to the other two course designers 
showing an impact ratio of 100% (“I’ll try to tackle all 
problems so as to improve the course and contributing to 
good learner relations”; “Depending on the resources 
available one could tackle each of the UX-related problem 
areas illustrated, especially to foster students’ computer 
playfulness and their perceived image of using the online 
course”). However, given that the re-design of the online 
course takes place within the upcoming semester break, the 
completed-to-date impact ratio is out of scope of this paper 
[28]: 

Number of problems committed receiving a fix *100 
Total number of problems found 

Persuasiveness of the UX Problems (Q6) 
Two of the three course designers considered the following 
UX-related problem areas 1 to constitute no “fake 
problems” (see Table 1): Information challenge, 
information credibility and computer playfulness. On the 
contrary, image and subjective norm were considered not to 
constitute real UX-related problem areas. This was mainly 
due to the fact that course designer could not relate them to 
the course. 
Ease of Use of the Feedback to Solve UX Problems (Q7) 
In total, the feedback was considered to be not operative 
enough. One of the course designers remarked that ”for 
instance, knowing that students perceive materials as 
incomplete does not help me which concrete information 
lacks, in which part and why?” 
Impact on the Prioritization of UX Problems (Q8) 
In a nutshell, the feedback format helped course designers 
to classify the subsequent UX-related problem areas as 
critical, namely computer anxiety and information 
challenge. The corresponding fixing plan was to formulate 
exercises more precise and understandable. 

DISCUSSION 
The present study provides a systematic evaluation of how 
course designers perceived the persuasiveness of a 
theoretically-grounded feedback format concerning 
students’ UX with a university’s online course. 
In total, course designers’ mean ratings across the eight 
questions in the questionnaire were all above 3.00 with 
standard deviations ranging between 0.00 (usefulness of the 
feedback) and 1.53 (intention to solve UX-related problem 
areas; ease of use of the feedback to solve particular UX-
related problem areas). The large variations are due to the 
fact that one course designer did not perceive the UX-

related problem areas listed in Table 1 as “real” problems 
(Q5), and they were found to be not operative enough (Q7). 
In particular, the findings revealed that computer anxiety 
and computer playfulness were perceived as very useful 
(Q1). Furthermore, the feedback regarding user interface 
appeal, information credibility, information challenge and 
computer playfulness helped course designers to understand 
the corresponding UX-related problem areas (Q2), had an 
impact on the course designers’ severity assessments of the 
corresponding problem areas (Q3), their intention to solve 
the UX-related problem areas revealed (Q5, + subjective 
norm, image and computer anxiety) as well as the 
persuasiveness of the UX-related problem areas (Q6) 
illustrated in Table 1. Moreover, information challenge and 
computer anxiety were considered to be the two most 
critical UX-related problem areas to be addressed within 
the forthcoming re-design of the online course (Q8). 
Finally, in order to solve particular UX-related problem 
areas as revealed by use of students’ item ratings (see Table 
1, column 5), course designers required the feedback 
format to contain evaluator’s suggestions (Q4). 
Regarding the research questions addressed in Introduction, 
we revisit them here with reference to the empirical 
findings gathered: 
RQ1: Students had more problems in specifying UX-
related problem areas based on TAM3-related UX items 
than those based on their ISSM-related counterparts (see 
the column Participants’ qualitative comments in Table 1). 
In particular, students struggled in specifying TAM3-
related UX problem areas such as image (“One does have a 
high profile when using the VLE?”), computer anxiety 
(“This question is pretty strange too!”) and computer 
playfulness (“Playful? Do not know how to interpret and 
answer this question?”), whereas this was only the case for 
information credibility („I am not able to judge if he is a 
recognized source of information“) regarding ISSM-
anchored UX problem areas. 
RQ2: As depicted in Table 2, course designers considered 
UX-related problem areas originated in the ISSM to be 
more persuasive than their TAM3-related counterparts. 
This may be mainly due to the fact that course designers 
did not perceive the “intangible” TAM3-anchored UX-
related problem areas as relevant to their particular course 
(e.g. subjective norm and image). 
RQ3: Course designers perceived UX-related problem 
areas anchored in TAM3 or the ISSM to be most persuasive 
in case evaluators’ suggestions (see Table 1, column 7) 
were provided in addition to the other UX problem area-
related contextual information provided in Table 1 (see 
Q1/4: “in order to solve the problem the evaluator’s 
suggestions are inevitable”). No significant differences 
between TAM3- and ISSM-anchored UX-related problem 
areas were reported by the course designers. 

IMPLICATIONS 
The above mentioned results should generally provide a 
starting point for future research. In particular, future 
research efforts should focus on elaborating ways how to 
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formulate items related to TAM3 constructs such as 
subjective norm and image so that they may better relate to 
(course) designers’ concrete work. Furthermore, course 
designers’ severity assessments as well as their evaluation 
of the persuasiveness of the realness of such problem areas 
may be improved and facilitated by the use of more explicit 
students’ severity ratings (i.e. underline the meaning of 
students’ item ratings). The main benefit of further refining 
UX-related items anchored in theory-grounded constructs 
may be the improvement of the transparency and 
comparability of the corresponding research outcomes. 
In addition, as the capability of the feedback to solve UX-
related problem areas was considered to be limited due to 
its lack of information richness, future research work 
should investigate which potentially persuasive elements 
need to be included in a re-design proposal for fixing UX-
related problems. 

CONCLUSION 
In this paper a systematic evaluation of how course 
designers’ perceived persuasiveness of a theoretically 
grounded feedback format was carried out. Specifically, a 
problem list with corresponding redesign proposals of 
TAM3- and ISSM-anchored UX-related problem areas was 
identified and evaluated. Outcomes of this study will 
presumably stimulate future research on resolving UX 
problems. In particular, the combination of quantitative and 
qualitative data can not only gain better insights into issues 
but also support future (course) design and evaluation 
efforts that may contribute to students’ positive UX while 
interacting with a VLE and online courses. 
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ABSTRACT 
Computer systems are first and foremost designed for 
single users in traditional desktop situations. The needs of 
the indirect users, those who are not using the system 
directly but are yet affected by it, are often overlooked. 
Based on empirical findings from two usability evaluations 
in a hospital simulator with physicians and patient actors, 
this paper discusses how changes in user interface can 
affect both the user experience of the primary user and that 
of the indirect user. Finally, it discusses implications for 
designing for the indirect user 

Categories and Subject Descriptors 
H.5.2 [User interfaces]: User-centered design,  

General Terms 
Human Factors 

Keywords 
User Experience, UX, indirect user experience, CSCW, 
mobile 

INTRODUCTION 
Most ICT systems are primarily designed for primary 
users, users who are working independently in traditional 
desktop situations. User experience, as defined in ISO 
9421-210 [1], is first and foremost associated with the 
primary user: “[It is] a person's perceptions and responses 
that result from the use or anticipated use of a product, 
system or service". 
The needs of indirect users, users who are not using the 
system directly but yet affected by it, are rarely in the 
minds of the system designers and developers. This is 
normally unproblematic for traditional systems designed 
for single users. However, as collaborative and mobile 
systems are becoming more common, the use of such 
systems will have effects on people outside the sphere of 
the primary user. While most systems have clear roots in 
the needs of the primary users, there is often little or no 
focus on the indirect users.  
In this paper we seek to define the indirect user experience. 
Further, drawing on usability evaluations of mobile devices 
used in a realistic hospital setting, we identify in what ways 
the design of the user interface affect the indirect user in 

that setting. We also discuss implications on how the user 
interface can be designed to accommodate the needs of the 
indirect user.  

BACKGROUND 
Traditionally, an end-user is considered as the person who 
directly interacts with an information system. However, 
end-users, as defined by Faulkner [2], can be (1) direct 
users, who use the system themselves, (2) indirect users, 
who ask other people to use the system on their behalf, (3) 
remote users, who do not use the system, but depend on the 
output, or (4) support users, who ensure that the system 
works for others, such as direct users.  
We choose to use a simpler and more straightforward end-
user categorization. We divide end-users into (1) direct 
users and (2) indirect users, where the first category 
includes primary users and all other stakeholders who 
directly interact with an information system. The latter 
includes end-users who are not directly interacting with the 
system and corresponds to Faulkner’s [2] indirect and 
remote users. 
A number of HCI publications refer to a 1997 draft of ISO 
9241-11:1998 [3]. This version contained reference to 
indirect users: “[Satisfaction is] the comfort and 
acceptability of the work system to its users and other 
people affected by its use”. However, this reference to 
indirect users was omitted in the final version (see [4] for 
an example).  

METHODS 
The empirical grounding for this position paper come from 
two simulation-based usability evaluations of mobile 
systems for hospitals [5,6]. Both evaluations were 
conducted in a simulated hospital environment with 
multiple users; real physicians and patient actors in the 
hospital beds.  

In the first evaluation, we explored several ways of letting 
doctors use handheld devices together with bedside 
mounted patient terminals for viewing x-ray images 
together with the patient [5].  

In the second evaluation we explored interaction 
techniques for a handheld medication system, one paper 
based and three mobile patient record systems [6].  
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In the two evaluations, both the physicians and the patients 
were interviewed about aspects concerning the user 
experience of the mobile devices. In this case, the patient is 
the indirect user. 

RESULTS 
Below some of the observations from the experiments 
related to aspects of the user experience for primary and 
indirect users are presented.  
The new technology increased UX for the primary 
users: Although the physicians in general were confident 
and comfortable with the paper chart, they preferred using 
the mobile device. A number of functions and attributes, 
such as pocket size, error prevention and undo 
mechanisms, contributed positive to the UX.  
Action transparency: When moving patient records from 
paper-based media to mobile technology we observed that 
the physicians’ actions were less visible for patients, i.e. the 
indirect user. While it was easy for the patient to see 
whether the physician was adding, searching or obtaining 
information with the paper chart, all actions appeared 
similar with the mobile device. This was considered 
negative by the patients.  
Nonverbal communication: The physical form factor of 
the paper chart allowed the physician to use it as a channel 
for nonverbal communication (i.e. signal that the 
consultation was ending by closing the chart). This was 
harder with the PDA, and was considered negative by the 
patients. 
Doctor-patient dialogue: The user interface of the mobile 
device increased legibility and allowed the physicians to 
undo and prevent medication errors. On the other hand, the 
user interface had poor information overview and 
unfamiliar interaction techniques. This required much of 
the physicians’ attention. According to patients, it affected 
the doctor-patient dialogue and decreased their satisfaction 
of the consultation.  
Negative patient experience: In some of the design 
solutions of the first evaluation the doctor controlled the 
patient terminal through the PDA. While this was seen as a 
major benefit from the perspective of the physicians who 
could hide information on the PDA and display public 
information on the PDA, it was perceived as negative from 
the perspective of the patients. They perceived the PDA as 
a mystical thing and did not like that things were hidden for 
them. 
Positive patient experience: In other design solutions the 
physicians controlled the system through the patient 
terminal. Unintentionally it allowed the patient to control 
the terminal. For the patient this was perceived as an 
improvement. For the physicians, however, it became 
harder to control the system because they had to bend over 
the patient to use it.  
User interface complexity: In some versions of the first 
evaluation, the controls for changing information content 

were present on the patient terminal. The increased 
complexity of the GUI confused some patients. They rather 
preferred the versions where these controls were moved 
onto the PDA.   

DISCUSSION  
The findings from the evaluations gave new insight related 
to the user experience. 
User experience is relevant for indirect users. The 
studies demonstrated, not surprisingly, that technology had 
an impact on the user experience of the physicians, who 
were the primary users. Further, our observations indicated 
that the system design also had an impact on the indirect 
users. The patients had some sort of user experience; they 
had strong perceptions and responses about the system, 
although they had not used the systems directly themselves.  
Indirect user experience defined 
Based on the findings that UX is relevant for indirect users, 
I attempt to define the indirect user experience based on the 
ISO 9241-210 definition [1]:  

Indirect user experience is defined as a person's 
perceptions and responses that result from another 
user's use of a product, system or service.  

Having defined indirect user experience, we present a 
further analysis of our findings. 
Firstly, the observations showed that even if UX was 
improved for physicians, it had in some cases negative 
effects for patients.  

Improving the user experience for the primary user can 
have negative consequences for the indirect user.  

Second, we also observed that when the indirect user 
experience was improved, it sometimes created problems 
for the physician. 

Improving the user experience for the indirect user can 
have negative consequences for the primary user.  

We consequently are faced with tradeoffs between the 
needs of the primary and indirect users. 
Impact of social factors on indirect user experience 
As shown, the indirect user experience was influenced by 
the user interface of the system. However, there may also 
be other factors affecting the indirect user experience. 
Firstly, the user experience may differ because they have 
different roles and interests in the situation. Second, they 
are in a social context where the indirect user is 
experiencing (at least) two things; the direct user’s 
interactions with the system, and the direct user’s social 
interactions.  

Implications for design 
Accommodating the needs of the indirect users is 
important. In the context of a ward round with a physician 
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and a number of patients, a positive indirect user 
experience can have positive effect on the doctor patient 
dialogue, which is important for the treatment and care of 
the patients [7]. In the context of business, for example a 
travel agent serving a traveler, an improved indirect user 
experience can have positive effect on the customer 
experience. In business, this often means returning 
customers and increased revenue [8]. 
Below we suggest some implications for design based on 
the findings from the evaluations:  
Give system feedback to the indirect user: By increasing 
the action transparency (i.e. increase visibility of actions) 
or providing system feedback also to the indirect user, one 
can increase the indirect user experience.  
Support non-verbal communication: Indirect user 
experience is correlated with the ability of the primary user 
to communicate with the indirect user. The system can 
hinder this communication, especially the non-verbal 
aspects when the system occupies the hands of the primary 
user. Therefore, the physical form factor of the device 
needs to afford nonverbal communication. 
Use the language of the indirect user: By presenting the 
information for the primary user in the language of the 
indirect user, the primary user can be guided to use simpler 
terms and communicate on the same level as the indirect 
user (i.e. physicians use terms like “blood sugar level” 
instead of “glucose”).  
Provide a tailored GUI for the indirect user: If feasible 
and necessary, an additional device/GUI with information 
tailored for the indirect user should be provided. This will 
give the indirect users a version of the information where 
unnecessary complexity is trimmed away.  

Implications for software development 
Indirect user experience also has some consequences for 
how we develop software: 
Design for the indirect user: Address the needs, and 
include the perspective of the indirect user into 
requirements. This can ensure positive user experiences for 
indirect users.  
Evaluate with the indirect user: Indirect users should be 
present when the system is evaluated, and their opinions 
should be collected.  

CONCLUSION 
When designing information systems that have effects on 
people beside the primary user, the designer and 
requirements engineer must address the need of all types of 
end-users. This includes the needs of the indirect user, and 
implies that one has to design for the indirect user 
experience. Sometimes this implies that the designers deal 
with conflicting needs between the direct and indirect 
users.  
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ABSTRACT 
Today’s youth thrive in informal participatory communities 
where they not only consume but also act as contributors or 
producers. In a participatory culture of learning, students’ 
active contributions to their learning are stressed and peer 
assessment is considered as an important component. In 
this paper we investigate which user experiences should be 
supported in a playful peer feedback tool within a 
participatory culture of learning.   
 

Keywords 
User Experience (UX), participatory culture of learning, 
active learning, peer feedback.  
 

INTRODUCTION 
Today’s youth participate in a variety of social media 
where they create and disseminate ideas or news, 
collaborate and connect with people. Examples of social 
media software are numerous and enable communication, 
collaboration, multimedia and entertainment through blogs, 
and social networking (Facebook, MySpace), wikis, Flickr, 
YouTube, Second Life, etc. Through their participation in 
these informal communities today’s youth develop new 
media skills [28]. In their 2006 report on Confronting the 
Challenges of a Participatory Culture Jenkins et al. [15] 
identify 10 new skills—Play, performance, Simulation, 
Appropriation, Multitasking, Distributed Cognition, 
Collective Intelligence, Judgement, Transmedia Navigation, 
Negotiation, Networking—developed through collaboration 
and networking.  

While there is an increasing view of learning as a 
participative activity in the learning community [17], 
schools and institutions have been slow to react to the 
emergence of this new participatory culture [15]. An 
important component in the design of learning 
environments is implementing this contemporary culture of 
learning [17]. Peer assessment is used as a means to 
empower students and peers by enabling students to take 
charge of their learning and become active learners who 
take responsibility for, and manage, their own learning [1]. 
 
In our work on peer assessment we are inspired by the ease 

and playfulness with which participants interact and give 
each other feedback in participatory environments . We try 
to harness this and draw on the new media skills the 
students are developing in our design of a playful peer 
assessment tool. A review of current research in the field of 
peer assessment and feedback, and observation of user 
experiences during a field trial, are used to inform the 
design of a playful peer feedback tool in a participatory 
culture of learning.  

LEARNING IN SCY  
The EU 7th framework SCY (Science Created by You; 
www.scynet.eu) project addresses learning in science 
offering learners a learning experience based on real life, 
challenging assignments [3]. In SCY-Lab (the SCY 
learning environment) learners work individually and 
collaboratively on “Missions” which are guided by socio-
scientific questions such as “How can we design a climate-
friendly house?” [3]. Learners have to gather and process 
information, design and conduct experiments, make 
interpretations and abstractions, communicate their 
conclusion or, in other words, engage in processes of active 
learning, based on inquiry, knowledge building, and 
learning by design [28]. 

SCY uses a pedagogical approach that centres around 
products called “emerging learning objects” (ELOs) that 
are created by learners [3]. The ELOs, such as a CO2-
friendly house design or a concept map, are the vehicles for 
gaining an understanding of the general science skills, 
social and presentations skills, and domain concepts the 
student has developed [28]. Thus assessment in SCY is 
centred on these ELOs. 

PEER ASSESSMENT IN A PARTICI-PATORY CULTURE 
OF LEARNING 
Peer assessment enables students to take charge of their 
learning, and become active learners who could take 
responsibility for, and manage, their own learning [1, 2, 4, 
26, 30]. For example, it enables students to learn to assess 
and to develop assessment skills, either when they enact 
peer assessment themselves or when receiving an 
assessment from their peers, and at the same time, it 
enhances students’ learning through knowledge diffusion 
and exchange of ideas, even when they are incorrect [28].  
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Peer assessment has also been found to motivate students to 
engage in the learning process [22]. Research on students’ 
views about peer assessment has shown that students are 
motivated by the fact that they want to impress their peers 
[11] and by the fact that peer assessment is productive. It 
makes them think, learn more, be critical, and be structured 
[2, 6, 23, 24]. In addition, peer assessment introduces the 
students to the perspective that the focus of instruction is 
not only on the end product(s) but also on the process, and 
it highlights the value of collaboration (e.g., social 
interactions, trust in others; [19]. Peer feedback is a form of 
peer assessment where peers give opinions, suggestions for 
improvements, ideas, etc. to each other.  It has been found 
that students are more willing to accept feedback given in 
“student-speak” and students may be more willing to accept 
feedback from peers [7]. It has also been emphasized that 
the accuracy of the peer feedback may not be that crucial 
[9] and that the consequence of variety of accuracy in peer 
feedback might just be a benefit [26]. 

A PLAYFUL PEER FEEDBACK TOOL  
In our work in the SCY project we are focused on 
providing “playful” peer assessment possibilities in a 
science learning environment and in this manner empower 
the users to become active learners who take responsibility 
for, and manage, their own learning [29]. The tool is 
“playful” because it is lightweight and designed to take 
advantage of new media skills. 

User experience  
Over the last decade “user experience” became the 
buzzword in the field of human-computer interaction (HCI) 
and interaction design [14]. It has become a catchphrase, 
calling for a holistic perspective and an enrichment of 
traditional quality models with non-utilitarian concepts, 
such as fun [18, 5], joy [10], pleasure [16], hedonic value 
[12] or ludic value [8].  
 
Good user experience (UX) is the goal of most product 
development projects today [20]. Hassenzahl [13] argued 
that future HCI must be concerned about the pragmatic 
aspects of interactive products (i.e. fit to behavioral goals) 
as well as about hedonic aspect, such as stimulation (i.e.) 
personal growth, an increase of knowledge and skills), 
identification (i.e. self-expression, interaction with relevant 
others) and evocation (i.e. self-maintenance, memories). 
Focus on the positive aspects of technology use has also 
been a trend in psychology [21] and within UX this idea 
has been adopted outlining one of HCI’s main objectives to 
contribute to our quality of life by designing for pleasure 
(by creating outstanding quality experiences) rather than 
for absence of pain (or preventing usability problems) [14]. 
 

How to sustain a good user experience?  
Many UX researchers argue that good UX comes from the 
value and meaning of the product concept itself [20]. In 
order to select the right concept, we need to evaluate the 
concept ideas, the potential value of the concept idea itself 

(experiential evaluation) and how the concept idea would 
fit into participant’s own context of living [20]. According 
to Roto et al. [20] the value of the anticipated interaction 
outcome can be evaluated even thought there is no user 
interface or interaction design available. 

In this paper we address: How can we design a playful peer 
feedback tool to sustain good user experiences? 

FIELD RESEARCH  
During a March 2010 field trial of the SCY Mission 
“Create a CO2 Friendly House” we observed how peers 
interact and give each other feedback. The trial was 
arranged at Sandvika Upper Secondary School in Oslo. It 
ran for 20 hours, divided over 4 successive Wednesdays, 5 
hours each day.                                            

Participants  
Three science classes of approximately 30 first year high 
school students (16-17 years old) were introduced to the 
SCY project and volunteers for the 4-week field trial were 
solicited. A selection of 20 students from the volunteers 
across these classes was chosen to participate. The 3 
teachers divided the students in 4 person design teams, each 
of which chose their own name: 

• BioNorway (3 girls and 1 boy) 
• New energy (3 boys and 1 girl) 
• Power puff (4 girls)  
• PikenesJens (2 girls and 2 boys) 
• ThumbsUp (2 girls and 2 boys) 

Learning Environment  
The learning environment comprised SCY-Lab (with its 
resources and tools) Google search engine, Google 
SketchUp (for 3D drawings), PowerPoint and Word. No 
feedback tool was available in SCY-Lab; feedback was 
given spontaneously and orally within and between groups 
Figure 1 shows a student working with SCYSimulation in 
SCY-Lab.  
 

 
Figure 1. Student working with SCYSimulation in SCY-Lab 

The Student Mission and Tasks Given  
The Mission challenge given to the students, “Your job is 
to design a CO2 friendly house”, included 9 tasks: 
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1. Create one concept map where you explain the 
importance of reducing global CO2-levels. 

2. Create one concept map where you brainstorm on 
the design aspects of a CO2 -friendly house.  

3. Make an initial plan on how your design group 
will proceed with the tasks to ensure a successful 
project. 

4. Become an expert in one of the four fields:  
a. Production of energy,  
b. Laws of energy,  
c. Solar cells and solar thermal collectors, 

and  
d. Heat pumps.   

5. Experts present their work in their original design 
groups. 

6. Revise the initial plan.  
7. Design, build and analyze your CO2 friendly house 

using different tools that will be provided for you.  
8. Write a report for the mayor of your town. 
9. Present your group’s findings in front of your 

classmates.    
 

Data Collection 
Empirical data, collected during the field trial through 
observations, videos, and data recordings, included: field 
notes, video recordings, reports, power point presentations 
and the collection of ELOs. 
 
Analysis for Assessment Design  
During the field trial we were interested in the following 
questions: Are the students active and take initiative in their 
own learning process? Do they look at each others ELOs 
and engage in peer interaction? Do they give feedback? Do 
they need any support to share and give feedback on each 
other’s ELOs?  

Thus the analysis of the empirical data focused on whether 
the students: 
1) shared their ELOs 
2) asked questions or presented an argument 
3) gave feedback to one another 
4) took the feedback into consideration 
and the implications of these for the design of a feedback 
tool. 

 
Episode 1:  
Student Jens looked at another team’s house design on their 
screen and asked a question. The other student, Magnus, 
pointed at their ELO (see Figure 2) on his computer screen. 

 
Figure 2. Team NewEnergy House Design ELO 

 
Excerpt 1 (from Field Notes): 
Jens (PikenesJens): Do you have a CO2 reason for 
building a round house? 
 
Magnus (NewEnergy): We have chosen to design a round 
house with one floor. We did this to save area and by this 
also energy. Because the smaller square footage of exterior 
walls we don’t need to insulate as much. We also chose to 
only use one floor in the house. In this manner we don’t 
have the problem that the heat rises to the 2nd floor and we 
get an even heat throughout the whole house.  

Excerpt 1 shows the how a student question “Do you have 
a CO2 reason for building a round house?” triggered a 
discussion about why Team New Energy made a circular 
house.  

The relevance of this for the design of SCY assessment is 
that:  
1) This dialogue should be supported by a SCYFeedback 
tool  
2) The content of the dialogue illustrates that a) Jens can 
ask a question (skill: formulate questions) and b) Magnus 
can explain and argue for their choice of design (skill: 
argumentation/reasoning). This shows some of the skills 
that the teacher will look for in a summative evaluation.  

Episode 2:  
Student Jens looked at other team’s house simulation in 
SCY-Lab (see Figure 3) on his own computer and got a 
reply from the teacher.  

45



 

 
Figure 3. Team New Energy house simulation 

 

Excerpt 2 (from Field Notes):  
Jens (PikenesJens): How can the walls have less surface 
area (96 m2) than the floor and roof (both 172 m2)? 

Teacher: You have to use the formula for calculating the 
surface area for circles instead of rectangles.  

Jens (PikenesJens: What is the forumula?  

Teacher:  
Jens (PikenesJens): I have now calculated and I think that 
their answer is correct. The walls do have less surface area 
when using a circle than a rectangle!!!  

Teacher: Laughing. Yes that is correct. You did not expect 
that did you?  

Jens (PikenesJens): No, humm well then I guess that I 
have understood something new.  

Excerpt 2 shows how a student question “How can the 
walls have less surface area (96 m2) than the floor and roof 
(both 172 m2)?” triggered a discussion between the student 
and the teacher. 

 The relevance of this for the design of SCY peer feedback 
is that: 

1) This dialogue should be supported by the SCYFeedback 
tool. The peers designing the round house could just as well 
as the teacher help the students with information about how 
to calculate the surface area of a circle.  
2)  The content of the dialogue shows that Jens found that 
Team New Energy correctly had used the formula and 
calculated the area and volume of a circle (mathematics 
domain). It is also plausible that after the communication 
with the teacher Jens also has gained this skill in geometry 
of calculating area and volume from complex shapes. 
Episode 3  
Students’ sharing of house simulations generates discussion 
around the elements in the data simulation of a CO2 
friendly house. Figure 4 shows the house simulation of 

team New Energy. 
 

Figure 4. Team New Energy house simulation showing heat 
loss coefficient of their house  

 

Excerpt 3 (from Field Notes) 
Jens (PikenesJens): Wow! Your graph bar for the door is 
very small compared to ours! The door area is 2 m2 and the 
doors material is glass. How many m2 does a door need to 
be? Is 2 m2 enough? Is glass door better than wood?  
 
Teacher: I would think that wood is better isolation 
material than glass.  
 
Jens (PikenesJens): I have checked and you get better 
values for glass than for door. But the glass is triple!!! 
 
Teacher: Ok that might explain it. Tipple glass door might 
provide better isolation than a single wood door.  

Jens (PikenesJens): But is 2 m2 enough for the door? 
 
Teacher: How big is the door into the classroom? And how 
big are you? 

Jens (PikenesJens): Checking the classroom door and 
walking through it. I do not think that it is more than 2 m2. 
Great then I can reduce the door sixe and get a better heat 
coefficient. I will also experiment will various door 
materials. 
 
Excerpt 3 shows that the student Jens displays general 
science skills such as being able to visualize, interpret and 
make judgements about data. By investigating the 
simulation of another team and comparing this with their 
own a student gains experience in interpreting data and in 
investigating how the house simulation variables are related 
to the overall heat transfer coefficient. The application of 
the concept of overall heat transfer coefficient with the 
transfer of heat is a skill within Physics and 
Thermodynamics. The student discussion and application 
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of this concept in their house simulation model could 
demonstrate that they have gained this skill.  

The skills of interpreting another team’s (Team ThumbsUp) 
house simulation proved to be useful for Jens (Team 
PikenesJens) as he got a new perspective on how low the 
heat loss coefficient for the door could be. Based on the 
comparison of the two teams’ simulation model and 
feedback from the other student Team ThumbsUp changed 
their values and managed to reduce the heat loss coefficient 
for their door.  

The relevance of this for the design of the SCY assessment 
is that: 
1) The commenting and questioning of a student made 
ELO could be supported by the SCYFeedback tool. The 
students in team New Energy might just as well as the 
teacher answer questions related to their simulation ELO 
and the choices behind their selection of values.  
2) The ELO sharing led to changes in student ELO and the 
discussion shows that the student displays skills like for 
example being able to visualize, interpret and make 
judgements about data.  
 
Episode 4  
Students’ presentation of their house design gave a good 
opportunity for peer feedback in a plenum. Figure 5 shows 
the students in Team New Energy presenting their use of 
isolation in their house design.  

 
Figure 5. Team New energy presenting their house design 

 
Excerpt 4 (from Field notes): 
Team ThumbsUp: We see that you have chosen tar paper for roof 
but is that an environmental friendly material?  

Team New Energy: It is perhaps not the most environmental 
friendly, but it is very isolating and thus we do not have to use too 
much electricity to heat the house.  

Team ThumbsUp: We think that you should avoid using a 
material that is not environmental friendly.  

Excerpt 3 shows that Team ThumbsUp is questioning the 
environmental friendliness of their choice of tarpaper as 
one of the roof materials. Team ThumbsUp and New 
Energy discuss if a material that is not environmental 

friendly can be used. The discussion and peer feedback 
could be supportive for the students in gaining general 
science skills such as being able to reflect on one’s own 
knowledge and interpret data.  

The relevance of this for the design of SCY assessment is 
that:  
1) This student dialogue should be supported by the 
SCYFeedback tool.  

2) The student questions would then be documented and 
the teacher could look back at the student dialogue when 
assessing the student skills.  

CONCLUSIONS AND SUMMARY 
In this paper we have explored which user experiences 
should be designed for and supported by a playful peer 
feedback tool within a participatory culture of learning. 
Today’s youth participate in a variety of social media and 
develop new skills (e.g., play, simulation, judgement, 
multitasking). Within learning research the view of learning 
as a participatory activity where the students themselves 
participate actively in the learning community has been 
increasing. Peer assessment has been suggested as a 
method to be used to empower students to take charge of 
and manage their own learning.  
 
UX researchers argue that good UX comes from the value 
and meaning of the product itself. The concept of 
participatory peer feedback has been further investigated in 
a school setting with the SCY-Lab learning environment 
and “Create a CO2 friendly house” Mission in order to see 
if the concept idea would fit into participant’s own context 
of learning.  
 
The field study showed that: 
- students were looking at each others products (ELOs) 

and took initiative by asking each other questions 
- students naturally engaged in peer feedback dialogues  
-  students were able to make judgements about other 

students ELOs and use this to further develop their own 
skills 

-  the students seemed to be comfortable with switching 
between working on own ELOs and investigating other 
students ELOs 

-  the students seems to be motivated by playing with 
other students simulations  

-  students need support to communicate with each other 
and give each other feedback on ELOs  

-  students showed skills in their discussions (e.g. 
collaboration, formulate questions, argumentation, 
reasoning, mathematical calculation, judgement, 
simulation)  

 
The idea of creating a good user experience and also 
cultivate the students as active learners with a peer based 
assessment tool seems promising. Findings show that 
students act, take initiative and they also seem to take 
pleasure in sharing their products (ELOs) and engaging in 
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peer discussions. Students do not seem to need instructions 
and guidance as this playfulness falls naturally for them. 
However, a need for a means to link peer feedback to ELOs 
was identified. The goal for the design of the playful 
SCYFeedback tool for peer assessment should be to 
facilitate student sharing of ELOs together with 
opportunities for student feedback on the ELOs. The tool 
should lay the foundation for a good user experience where 
student themselves can engage in ELO sharing and take 
charge of having fun and creating their own pleasure.  
 
Figures 6 and 7 show screenshots of how the ELO display 
and linking of peer feedback comments to an ELO could be 
facilitated. Figure 6 shows the ELO Gallery where the 
students can find published ELOs while Figure 7 shows an 
ELO and how students could give peer feedback and score 
the ELO.  
 

 
Figure 6. ELO Gallery showing students published ELOs 

 
 

 
Figure 7. ELO feedback screen with comment and score field  
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