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1. Introduction

This thesis presents a proof of the quantization of the quantum Hall effect due to Bel-
lissard, van Elst and Schulz-Baldes in their article [2] from 1994.
The Hall effect was first described by its name giver Edwin Hall in 1879. Hall Sensors,
devices based on this effect, are used all over the world daily. In more recent times,
its quantum version, the quantum Hall effect is still very relevant. The Nobel prizes in
1985 and 1998 were dedicated to the discovery of the “integer” and “fractional” quan-
tum Hall effect respectively. Both of these only occur in the regime of high magnetic
fields and extremely low temperatures, but exhibit peculiar robustness and allow highly
precise measurements. While there are phenomenological explanations of the fractional
quantum Hall effect, a completely satisfying theory is yet to come. We will therefore
focus our attention on the integer quantum Hall effect, for which a complete explanation
exists. Our presentation relies on the language of noncommutative geometry, which will
be introduced in the first two thirds of this thesis. The Hall effect itself will be discussed
afterwards.
Noncommutative geometry is a relatively new field of mathematics with connections to
(algebraic) topology, differential/algebraic geometry, (homological) algebra, functional
analysis, operator algebras, physics and many more. It uses concepts of each of these
areas, which makes it really interesting, but also notoriously hard to learn. We attempt
to explain some basic notions of noncommutative geometry, that are most relevant to
the quantum Hall effect.
In Chapter 2 we explain what noncommutative geometry is supposed to mean, how one
comes up with the definition of a “noncommutative” space and how to work with them.
In the three chapters after that we introduce three of the main players of noncommu-
tative geometry:

• Chapter 3 deals with the Schatten ideals and the Dixmier trace, a noncommutative
analogue of an integral.

• Chapter 4 introduces K-theory, a way to keep track of noncommutative vector
bundles and the first ingredient of the index pairing.

• In Chapter 5 we define three related cohomology theories: Hochschild, cyclic and
periodic cohomology which are the noncommutative analogue of de Rham coho-
mology. Afterwards, we construct a pairing between K-theory and cohomology.

Chapter 6 deals with Fredholm modules, an interesting subject on its own, but for us it
will mainly be relevant because of the Chern character: A way to construct cohomology
classes from Fredholm modules that helps us to refine the pairing of Chapter 5.
When we have these mathematical tools at our disposal, we will bring them to use in
Chapter 7, the central part of this thesis, to give an explanation of the quantum Hall
effect based on noncommutative geometry, following [2].
For the mathematical part we mainly consulted [7], [9] and [11].
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2. The Idea Behind Noncommutative
Geometry

2.1 Gelfand Duality

The story of noncommutative geometry starts in the 1940s with Gelfand duality, which
we will shortly outline in the following. We follow [4, Chapter II.2] and [11, Chapter 1.1].
Given a compact1 space X, we consider the set of all continuous complex-valued func-
tions on it: C(X) := {f : X → C | f is continuous}. We can define addition, complex
conjugation, multiplication and scalar multiplication pointwise to make C(X) a com-
mutative, complex *-algebra, which has an unit provided by the constant 1 function.
The compactness of X allows us to introduce the supremum norm:

‖f‖∞ := sup
x∈X
|f(x)| = max

x∈X
|f(x)|

A pointwise convergent sequence of continuous functions on a compact space is already
uniformly convergent, thus the limit is again continuous. Therefore C(X) is complete
with respect to this norm, meaning it is an unital Banach *-algebra. Since the norm
fulfils the C*-condition

‖f∗f‖∞ = ‖f∗‖∞‖f‖∞ ∀f ∈ C(X),

we can finally conclude with the statement:

C(X) is an unital commutative C*-algebra.

Of course, a duality has to go in two ways and the surprising fact is that each commu-
tative unital C*-algebra actually arises in this way. We can even explicitly describe the
corresponding compact space: Let A be an unital commutative C*-algebra. We define
the spectrum Â of A as the set of all nonzero characters:

Â := {ϕ : A→ C | ϕ is a *-algebra morphism, not identically 0}

Giving Â the topology of pointwise convergence of functionals makes it a compact
space by Banach-Alaoglu2. Thus we can again look at the continuous complex-valued
functions on this space. The following theorem relates this to the C*-algebra we started
with:

1We could also allow X to be locally compact and take the continuous functions vanishing at infinity
C0(X) instead of C(X). This will still yield a commutative C*-algebra, but we lose the unit if X is
not compact.

2Note that *-homomorphisms between C*-algebras are automatically continuous and in our case
have operator norm 1. Thus Â is a subset of the (closed) unit ball in the dual of A. It is easy to see
that Â is closed and thus compact as a closed subset of a compact space
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Theorem 2.1. (Gelfand Naimark) Let A be an unital commutative C*-algebra and Â
its spectrum. Then the following map is an isometric *-isomorphism:

Φ : A→ C(Â)

a 7→ (ϕ 7→ ϕ(a))

Therefore we want to treat general (meaning not necessarily commutative) C*-
algebras as noncommutative topological spaces. We can now give a very simplified
description of noncommutative geometry:
Starting from a topological space X and Gelfand duality, noncommutative geometry tries
to capture geometric notions such as connectedness, a manifold structure, smoothness,
dimension, homology and others by purely algebraic properties of C(X). After complet-
ing said task, we can extend this equivalent definition and decide whether noncommuta-
tive spaces (i.e. C*-algebras) are connected or manifolds if they fulfil the corresponding
algebraic condition(s) and also calculate their dimension and homology groups.
Some examples of these algebraic reformulations are given in the following table:

property/construction of X property/construction of C0(X)

metrizable separable
connected contains no nontrivial projections3

compact unital
compactification unitisation

Stone-Cech compactification multiplier algebra (maximal unitisation)
one-point compactification C0(X)⊕ C (minimal unitisation)

open subset ideal
closed subset quotient
Borel measure positive functional

2.2 Vector Bundles and the Serre Swan Theorem

So far these are only topological notions. Since we want to do noncommutative ge-
ometry, we now present a second correspondence with a more geometrical flavour [11,
Chapter 1.2]. If we are a given a compact Hausdorff space X, we can look at vector
bundles over X. These are continuous families of vector spaces, parameterized by X,
that also satisfy a local triviality condition. Motivated by our previous observation that
we can look at the function algebra of the space instead of the space itself, one might
wonder if there is a possibility to capture the notion of a vector bundle in a purely
algebraic sense. And indeed there is!
Let (E, π) be a vector bundle over X, where π denotes the projection from E to X. We
know from classical differential geometry that the space of all sections of a given vector
bundle Γ(X,E) := {s : X → E | s is continuous, π ◦ s = idX} is an interesting object
to study4. Since E is a vector bundle we can add two sections, which makes Γ(X,E)

3I.e. p = p2 = p∗ =⇒ p = 0 or p = 1.
4In the case that X is a smooth manifold and we take the tangent bundle TX as our vector bundle,

we have that Γ(X,TX) is the set of all vector fields on X.
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an abelian group, but we do additionally have an action of C(X) on Γ(X,E):

C(X)× Γ(X,E)→ Γ(X,E)

(f, s) 7→ (X 3 p 7→ f(p) · s(p))

Hence Γ(X,E) is a C(X)-module, for which one can show that it is always finitely
generated and projective. The Serre-Swan theorem tells us that we can go in the
opposite direction:

Theorem 2.2. (Serre-Swan) Let A be a finitely generated, projective C(X)-module,
then there exists a vector bundle E(A) over X such that Γ(X,E(A)) ∼= A. This con-
struction is functorial and inverse to the functor of sections Γ(X,−). Thus we have the
following equivalence of categories:

{f.d. vector bundles over X} Γ(X,−)−�======�−
E

{f.g., projective C(X)-modules}

So we are able to describe geometrical information of a space by purely algebraic means.
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3. Schatten Ideals and Dixmier Trace

In this chapter we will outline the idea behind “noncommutative calculus”, mainly fol-
lowing [12, Chapter 5] and [7, Chapter 4].
All the Hilbert spaces in this chapter will be assumed to be infinite-dimensional.

3.1 Compact Operators and Singular Values

To do calculus, we need an appropriate notion of an “infinitesimal element”, which will
be provided by compact operators. We will denote the set of all compact operators
on a Hilbert space H by K(H) ⊆ B(H). Although the compactness of an operator
is certainly a smallness condition in some sense, the label infinitesimal needs some
explaining. To do this we recall the spectral theorem for selfadjoint compact operators
on a Hilbert space (see for example [15, Chapter 16]):

Theorem 3.1. Let H be a Hilbert space and T a compact, selfadjoint operator, then
the following holds:
(i) The spectrum of T consists only of its eigenvalues and 0. Each nonzero eigenvalue
has only finite multiplicity.
(ii) The operator T has only countably many, mutually different eigenvalues λ1, λ2, . . . .
They are all real numbers and any sequence consisting of them converges to 0.
(iii) There is an orthonormal basis (vn)n∈N such that T can be written in the following
form1:

T =
∑
n∈N

λn |vn〉 〈vn| (3.1.1)

For a generic (not necessarily selfadjoint) compact operator, we may pass to the absolute
value of the polar decomposition |T | =

√
T ∗T , which then is a compact selfadjoint

operator, thus admitting an expansion in the form of (3.1.1)

|T | =
∑
k∈N

sk(T ) |vk〉 〈vk| , where vk is an orthonormal basis.

The sk(T ) are called singular values of T . In general infinitely many of them are
nonzero, but they will always converge to zero from above2. Thus given any ε > 0 we
can find an N ∈ N such that for all k ≥ N we have sk < ε. This gives some idea
why compact operators might be called infinitesimal elements. To push this analogy a
little bit further, the faster the singular values converge to 0, the more infinitesimal the
corresponding operator should be. This idea leads to the following definition:

Definition 3.2. Let a > 0:
T ∈ K(H) is called an infinitesimal of order a, if sn(T ) = O(n−a)

which means that there exists a constant C > 0 such that:

sn(T ) ≤ Cn−a ∀n ∈ N
1We use bra-ket notation: |v〉 〈w| : H → H, x 7→ 〈w, x〉v.
2Since |T | is positive, all eigenvalues are positive.
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3.2 Schatten Ideals

Something related that is unfortunately not quite the right concept are the so-called
Schatten Ideals Lp(H) ⊆ K(H). They will be helpful to construct the noncommuta-
tive integral in the next section.

Lp(H) := {T ∈ K(H) | (sn(T ))n∈N ∈ lp(N)}

We will also write Lp := Lp(H) if we consider a generic Hilbert space or the one in
question is clear from context.
In the cases p = 1, 2 we already know them:

T ∈ L1 ⇐⇒ T is trace class

T ∈ L2 ⇐⇒ T is Hilbert-Schmidt

A lot of properties which are proven for trace class or Hilbert-Schmidt operators can
actually be proven in this more general setting. We collect a few of them in the following
lemma:

Lemma 3.3. (i) Lp ⊆ Lq ⊆ K, if p ≤ q.
(ii) Lp is a Banach space for p > 1, where the norm is given by the lp-norm of the
corresponding sequence of singular values.
(iii) Lp is a two-sided ideal in B(H), that is in general not closed in the norm topology.
(iv) (Hölders inequality) Lp1Lp2 . . .Lpn ⊆ Lp, if

∑n
i=1

1
pi

= 1
p .

3.3 The Dixmier Trace

Now that we have our infinitesimals, we want to define an integral. As we have remarked
in the introduction the noncommutative analogue will be provided by a trace. Similar
to classical calculus we want this trace to neglect infinitesimals of order a > 1. Our
trace should therefore have the following two properties:

• The infinitesimals of order 1 are in the domain of the trace.

• The trace vanishes on infinitesimals of order bigger than 1.

The regular trace Tr with domain L1 fails to fulfil both them:

• An operator with singular value sequence 1/n is infinitesimal of order 1 but does
not lie in L1.

• The diagonal operator T = diag(1, 1
4 ,

1
9 , . . . ) has singular value sequence sn(T ) =

1/n2 and is therefore infinitesimal of order 2 but Tr(T ) = π2

6 6= 0.

Nevertheless, we can modify the regular trace to rectify both problems. Regarding the
first one we notice that in the case of an infinitesimal T of order 1 the divergence for the
sum Tr(T ) =

∑
k≥1 sk(T ) will always be logarithmic. In a first step we could therefore

look at the functional

T 7→ lim
N→∞

1

ln(N)

N∑
n=1

sn(T ) (3.3.1)

6



This will almost be sufficient to solve our first problem (and coincidentally the second
one as well), but let us first specify the domain of this functional:

Definition 3.4. Let p ≥ 1, we define

Lp+ := {T ∈ K | lim sup
N→∞

1

ln(N)

N∑
n=1

sn(T ) <∞}.

They are again two-sided ideals and we have the following inclusions for p ≥ 1

Lp ⊆ Lp+ ⊆ Lp+ε ∀ε > 0.

At the moment we will only need L1+, which are exactly the infinitesimals of order 1.
The spaces Lp+ for p > 1 will appear again later.
We now want to define the Dixmier trace for elements of L1+. Unfortunately, the
sequence in 3.3.1 is not necessarily convergent. We still want to define the Dixmier
trace for all elements of L1+, so we need to find a way to extend 3.3.1 in the case
of a non-convergent sequence. There is no canonical way to do this, but we get one
possibility for each positive functional ω on l∞(N), that coincides with the regular limit
in the case of a convergent sequence and is also scale invariant in the following sense:

ω((a1, a1, a2, a2, a3, a3, . . . )) = ω((an)n∈N).

One example of a functional, satisfying the above conditions, is the Banach limit. Now
fix such a functional ω. We can now finally come to the definition of the Dixmier trace,
the noncommutative analogue of an integral.

Definition 3.5. Let T be a positive operator in L1+, we define the Dixmier trace

TrDix(T ) = ω((sk(T ))k∈N).

For general elements of L1+ we extend the definition by linearity3.

One can show that, as the name suggests, TrDix is indeed a trace, meaning it is
linear and TrDix(AB) = TrDix(BA), for A ∈ B(H) and B ∈ L1+ (see [7, Chapter 4.2]).
Although the Dixmier trace is of great importance in noncommutative geometry4, we
will only need it in one step of our main proof. To finish this chapter we remark that
for many operators, which arise in application, the Dixmier trace is independent of the
chosen functional ω; such operators are then called measurable, see [9, Chapter 7.5].
This also partly justifies that we simply write TrDix and omit the dependence on ω.

3Note that we could in principle define Trω by the same formula for nonpositive operators but this
will not be linear since we would have 0 = Trω(T − T ) = Trω(T ) + Trω(−T ) = 2 Trω(T ) 6= 0.

4Especially due to its connection with the Wodzicki Residue, see for example [7, Chapter 4.2] and
[12, Chapter 5].
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4. K-Theory

There are two classical forms of K-theory: topological K-theory and algebraic K-theory.
The former is applied to topological spaces, the latter to rings. Since a C*-algebra is a
noncommutative topological space as well as a ring, we could try to apply/extend both
to C*-algebras. At least for our purposes, they yield the same result so we decided to
choose the topological approach. A comprehensive treatment of operator K-theory with
a review of topological K-theory is given in [3].

4.1 Topological K-Theory

Vector bundles over a topological space are interesting and natural objects to study. If
we want to get the maximal amount of information that vector bundles can tell us about
a given spaceX we of course have to look at the set of all (isomorphism classes of) vector
bundles over this space, denoted by Vect(X). We can add two vector bundles via the
pointwise direct sum of vector spaces and the trivial bundle1 serves as a neutral element
for this addition. Thus we can endow Vect(X) with the structure of an abelian monoid.
Since abelian groups are easier to deal with than abelian monoids, we would like to turn
Vect(X) into an abelian group. Luckily it is possible to get a natural and functorial map
from an arbitrary abelian monoid to an abelian group, called the Grothendieck group of
said monoid, see [3, Chapter 1]. The Grothendieck group of Vect(X) is a known object
and its properties are studied under the header (topological2) K-theory.
To transport this concept into the realm of noncommutative geometry, we therefore have
to look at vector bundles over noncommutative spaces. By the Serre-Swan theorem this
amounts to consider the projective, finitely generated modules over a C*-algebra.

4.2 Operator K-Theory

We want to reformulate this task in a way to make it more approachable from a C*-
algebraic point. By definition, if P is a finitely generated, projective module over
A, then there exists n ∈ N and an A-module Q such that P ⊕ Q = An. Thus
Mn(A) 3 p : P ⊕ Q → P ⊕ 0 is a projection, meaning p2 = p∗ = p. Since projec-
tions are easier to work with, we will develop K-theory based on them instead of the
equivalent approach via projective, finitely generated modules.

1I.e. the trivial vector space attached at each point.
2The earlier mentioned algebraic K-theory is defined as the Grothendieck group of the abelian

monoid of isomorphism classes of projective, finitely generated modules over a given ring.
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In classical K-theory we only work with equivalence classes of vector bundles, so we
will also need an appropriate definition of equivalence for projections.

Definition 4.1. Let p, q be projections in a C*-algebra3 A. Then we call p, q
(i) Murray-von Neumann equivalent, if there exists u ∈ A such that
uu∗ = p, u∗u = q.
(ii) homotopic, if there exists a continuous path γ : [0, 1]→ A such that
γ(t) is a projection for all t ∈ [0, 1] and γ(0) = p, γ(1) = q.

The first definition might seem strange, but it is quite easy to work with. As it
turns out Murray-von Neumann equivalence coincides with the more intuitive notion of
being homotopic, if we look at the projections inside of M2(A) instead of A.

Lemma 4.2. Let p, q be projections in A, then we have(
p 0

0 0

)
is homotopic to

(
q 0

0 0

)
in M2(A) ⇐⇒ p and q are Murray-von Neumann

equivalent in A.

Since we need to look at modules of all dimensions, we also have to consider projec-
tions in Mn(A) for arbitrary n ∈ N. The correct setting for this is therefore the direct
limit over all Mn(A), where the map between Mn(A) and Mn+1(A) is simply given by

the inclusion p 7→

(
p 0

0 0

)
. We denote this limit by M∞(A) := lim−→Mn(A). This is

a normed *-algebra, where the norm of an element is given by its norm in Mn(A) for
a sufficiently large n ∈ N. Because of this we can look at the set of all equivalence
classes of projections in M∞(A), which we denote by H(A). Due to Lemma 4.2, it does
not matter, whether we choose Murray-von Neumann or homotopy as our equivalence
relation.
In the same way as for Vect(X) we now want to endow H(A) with the structure of
an abelian monoid. We could define addition by [p] + [q] = [p + q] but p + q is only a
projection if p and q are orthogonal. Fortunately we are working in the more “spacious”
M∞(A), so we can augment our projections by sufficiently many zeros to guarantee that
they are orthogonal:

[p] + [q] =

[(
p 0

0 q

)]
,

where the zeros stand for rectangular zero-matrices of size n × m and m × n, if p ∈
Mn(A), q ∈Mm(A).
This addition is associative, commutative and has neutral element [0], so we can apply
the Grothendieck construction to (H(A),+) and get a group.

Definition 4.3. Let A be an unital *-algebra. The group K0(A) is defined to be the
Grothendieck group of (H(A),+).

The subscript indicates the existence of higher K-groups, which is partially true. There
is also K1, but no K2,K3, . . . .
To define K1 we will again look at equivalence classes of infinite matrices:
In the same way as for M∞(A) we now consider the limit over n of the unitary groups

3(i) can be defined more generally for *-algebras and (ii) for normed *-algebras
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Un(A) = {u ∈ Mn(A) | u is unitary}, which we denote by U∞(A) := lim−→Un(A). This
is again a group, so can look at the path-connected component of the identity U∞0 (A),
meaning all elements in U∞(A), that can be connected to the identity by a continuous
path. Since we have for any topological group that the path-connected component of
the identity is a normal subgroup, we can make the following definition.

Definition 4.4. Let A be an unital C*-algebra. We define K1(A) := U∞(A)/U∞0 (A)

Although U∞(A) and U∞0 (A) are nonabelian, the quotientK1(A) surprisingly is abelian.
So far we have only described K0 and K1 on objects, but they are both functors, so we
need to explain how they act on morphisms:
Let α : A→ B be an unital *-homomorphism between unital C*-algebras, this induces
a map H(α) between H(A) and H(B) as follows: H(α)(pi,j) = (α(pi,j)), which is inde-
pendent of the choice of representative p. The Grothendieck construction is functorial,
so we get a map K0(α) : K0(A)→ K0(B).
For K1 we proceed in the same way: K1(α)(ui,j) := (α(ui,j)), which again gives a well-
defined map K1(α) : K1(A)→ K1(B).
In a comprehensive presentation of K-theory we would have at least needed to mention
continuity, half exactness, Bott periodicity and applications to the classification of C*-
algebras. But for us, the main relevance of K-theory lies in the index pairing, which we
will introduce in the next chapter.
We conclude this chapter by giving two basic examples, that we will need later on.

Example 4.5. (i) A = C: Any element in H(C) is represented by a projection in
Mn(C) for some n ∈ N. Since projections are equivalent if and only if the subspaces
they project on have the same dimension, we get H(A) ∼= N∪{0} and hence K0(C) ∼= Z.
Because Un(C) is path-connected for all n ∈ N we have that K1(C) is trivial.
(ii) A = C(S1): K0(C(S1)) ∼= Z = K1(C(S1)), the proof uses some basic tools of
K-theory, that we have not developed.

10



5. Cohomology and Index Pairing

In this chapter, we will introduce three notions of cohomology. They are the second
constituent of the index pairing, that will be defined at the end of the chapter. We
mainly follow [9, Chapter 8] and [11, Chapter 3,4].

5.1 Hochschild Cohomology

Let A be an algebra over C. We define the chain groups to be Cn(A) = A⊗(n+1) and
the Hochschild boundary operator

b : Cn(A)→ Cn−1(A)

b(a0 ⊗ a1 ⊗ · · · ⊗ an) =

n−1∑
i=0

(−1)ia0 ⊗ a1 ⊗ · · · ⊗ (aiai+1)⊗ · · · ⊗ an

+ (−1)n(ana0)⊗ a1 ⊗ · · · ⊗ an−1

One can calculate that b2 = 0, so we are able to define the homology of the thus formed
Hochschild complex

. . .
b−→ Cn(A)

b−→ Cn−1(A)
b−→ . . .

b−→ C1(A)
b−→ C0(A) = A (5.1.1)

and denote the Homology groups by HH∗(A).

Definition 5.1. The Hochschild Homology groups are defined as follows:

HHn(A) :=
ker(b : Cn(A)→ Cn−1(A))

im(b : Cn+1(A)→ Cn(A))

We will only need Hochschild cohomology, so we need to dualize the complex 5.1.1:
Define the cochain groups Cn(A) = Hom(Cn(A),C) and differential:

b∗ : Cn(A)→ Cn+1(A)

(b∗(f))(a0 ⊗ a1 ⊗ · · · ⊗ an+1) = f(b(a0 ⊗ a1 ⊗ · · · ⊗ an+1))

This yields the cochain complex:

C0(A) = A∗
b∗−→ C1(A)

b∗−→ C2(A)
b∗−→ . . .

b∗−→ Cn(A)
b∗−→ . . . , (5.1.2)

with cohomology groups HH∗(A).

Definition 5.2. The Hochschild cohomology groups are defined as follows:

HHn(A) :=
ker(b∗ : Cn(A)→ Cn+1(A))

im(b∗ : Cn−1(A)→ Cn(A))

11



5.2 Cyclic Cohomology

We will now define a subcomplex of 5.1.2, with interesting cohomology. For this purpose
we consider cyclic cochains. These are those cochains f ∈ Cn(A) that fulfil: f(a0 ⊗
a1 ⊗ · · · ⊗ an) = (−1)nf(an ⊗ a0 ⊗ a1 ⊗ · · · ⊗ an−1). We denote the set of all cyclic
cochains by Cnλ (A)(⊆ Cn(A)). As differential we simply take the restriction of b∗ to
Cnλ (A), which we will also denote by b∗. Of course, a priori, the image of b∗ only needs
to lie in Cn+1(A), but it turns out that it is actually contained in Cn+1

λ , so the way we
wrote it makes sense and we again get a well-defined cochain complex. By the same
standard procedure as for Hochschild (co)homology we obtain the cyclic cohomology

HCn(A) :=
ker(b∗ : Cnλ (A)→ Cn+1

λ (A))

im(b∗ : Cn−1
λ (A)→ Cnλ (A))

.

Example 5.3. We have

HC0(A) = HH0(A) = {f : A→ C | f(ab) = f(ba) ∀a, b ∈ A},

the space of traces on A.

As we already remarked above, C•λ(A) is a subcomplex of C•(A), so we get a short exact
sequence of complexes:

0→ C•λ(A)→ C•(A)→ C•λ(A)/C•(A)→ 0.

By standard homological algebra this short exact sequence induces a long exact sequence
of cohomology groups:

· · · → HCn(A)→ HHn(A)→ Hn((C/Cλ)•)→ HCn+1(A)→ . . . (5.2.1)

As it turns out HCn−1(A) and Hn((C/Cλ)•) are isomorphic ([11, Chapter 3.7]). Thus
5.2.1 can be written as follows:

· · · → HCn(A)→ HHn(A)→ HCn−1(A)
S−→ HCn+1(A)→ . . .

The degree two map S is called periodicity operator. By applying S successively we
get the following two diagrams:

HC0(A)
S−→ HC2(A)

S−→ . . .
S−→ HC2n(A)

S−→ . . .

HC1(A)
S−→ HC3(A)

S−→ . . .
S−→ HC2n+1(A)

S−→ . . .

Definition 5.4. We define the periodic cohomology of an unital *-algebra as the
direct limits of the above diagrams:

HP 0(A) = lim−→HC2n(A) , HP 1(A) = lim−→HC2n+1(A)

5.3 The Index Pairing

In this section we define a pairing between K-theory and cyclic cohomology

〈·, ·〉 : K0(A) ×
⊕
n≥0

HC2n(A)→ C

12



as follows. Let f be a cyclic 2n-cocycle representing a class in HC2n(A) and p ∈Mk(A)

for some k ∈ N a projection representing a class in K0(A). Then we put

〈[p], [f ]〉 :=
1

n!
f̂(p⊗ · · · ⊗ p).

By f̂ we mean the extension of f to Mk(A) ∼= Mk(C)⊗A in the following way:

f̂(m0 ⊗ a0 ⊗ · · · ⊗mk ⊗ ak) = Tr(m0m1 . . .mk)f(a0 ⊗ · · · ⊗ ak)

The pairing also satisfies 〈[p], [f ]〉 = 〈[p], S[f ]〉, with the periodicity operator S. There-
fore it induces a well-defined pairing between K-theory and periodic cyclic cohomology.

〈·, ·〉 : K0(A) ×HP 0(A)→ C

We also have a pairing between K1(A) and HP 1(A) that is similarly defined but we
will not make use of it.
In this chapter we have consistently used tensor powers of an algebra as chain groups,
but in the coming chapters we will most often switch to using cartesian powers and
multilinear functionals for ease of notation. Note that linear functionals on A⊗n are
equivalent to multilinear functionals on An by the universal property of the tensor
product.

13



6. Fredholm Modules and the Chern
Character

In this chapter we will define Fredholm modules and show a way to construct a coho-
mology class from a Fredholm module. This will allow us to refine the index pairing,
that was introduced in the last chapter. We follow [7, Chapter 4.1].

6.1 Fredholm Modules

Definition 6.1. Let A be a *-algebra (over C). An even Fredholm module over A
consists of:

• A *-representation on a Hilbert space π : A→ B(H)

• A selfadjoint operator F ∈ B(H)

such that F 2 = idH and [F, π(a)] ∈ K(H) for all a ∈ A

• A selfadjoint operator γ ∈ B(H) (grading operator) such that

γ2 = idH , [π(a), γ] = 0 ∀a ∈ A and Fγ = −γF

We denote the ±1-eigenspaces of γ by H±. It holds that H = H+⊕H−. The restriction
of π to H± are π± : A→ H±.
We call a Fredholm module (A, π,H, F ) p-summable if we have

[F, π(a)] ∈ Lp(H) for all a in A.

And respectively p+-summable, if [F, π(a)] ∈ Lp+(H) for all a in A.

In the presence of a grading we need to redefine commutator and trace. An operator
T on H is graded if it commutes (deg(T ) = 0) or anticommutes (deg(T ) = 1) with the
grading operator. By this definition we have deg(π(a)) = 0 for all a ∈ A. The graded
commutator is defined as

[T,U ]S = TU − (−1)deg(T ) deg(U)UT

for graded operators. The definition can be linearly extended to all of B(H) since every
operator can be written as a sum of a degree 0 and a degree 1 operator. We will make
use of the shorthand notation dT := [F, T ]S .
The graded trace is given by

TrS(T ) =
1

2
Tr(γFdT ),

whenever the right-hand side is defined.
We will provide an example of a Fredholm module in the next chapter, after we have
constructed the algebra of our system.

14



6.2 The Chern Character

One particular use of Fredholm modules is that they produce elements of cyclic and
periodic cohomology.
Let (A, π,H, F ) be an even Fredholm module that is n-summable for n ∈ N an odd
integer.

Proposition 6.2. The map

τn : Cn(A)→ C

τn(a0, . . . an) = Tr(γa0da1 . . . dan)

gives an element in HCn(A). The application of the trace on the right-hand side is
justified by the n-summability and Hölders inequality.

By Lemma 3.3 (i) we know that if a Fredholm module is n-summable, it is also
(n + 2m)-summable for all m ∈ N. So by the above proposition we get a sequence of
elements (τn+2m)m∈N in even cyclic cohomology. We might hope that this sequence is
compatible with the periodicity operator S such that we get an element of HP 0(A).
This is not quite the case, but the following lemma tells us that it only fails up to a
scalar:

Lemma 6.3. Let n be an odd integer and (A, π,H, F ) an even Fredholm module, that
is n-summable. Then we have:

− 2

n+ 2
Sτn = τn+2

Hence we see that the following sequence is compatible with the periodicity operator:

(Chm(A, π,H, f))m∈N :=
(

(−1)n/2
(n

2

)
!τn+2m

)
m∈N

This enables us to finally define the Chern character of a Fredholm module.

Definition 6.4. Let (A, π,H, F ) be an even Fredholm module that is n-summable. The
Chern character of (A, π,H, F ) is the element of periodic cyclic cohomology given by
the equivalence class of Chm(A, π,H, f) for an arbitrary m ∈ N with m ≥ n.

So by Section 5.3 we have a pairing between Fredholm modules and K-theory. There
is another construction which pairs Fredholm modules and K-theory. To define this
pairing, we need to introduce the concept of a Fredholm operator
(compare [10, Chapter 25]).

Definition 6.5. An operator F ∈ B(H) is called a Fredholm operator if one of the
following equivalent conditions holds:

• dim(ker(T )) <∞ and dim(H/ im(T )) <∞

• There exist S ∈ B(H) and K1,K2 ∈ K(H) such that ST = id +K1 and TS =

id +K2 (T is invertible up to a compact operator.)

The first characterization allows us to define the Index of a Fredholm operator

Ind(T ) = dim(ker(T ))− dim(H/ im(T )).
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The second characterization gives us the following lemma, which we will later need in
our final proof of the integrality of σH :

Lemma 6.6. Let T be a Fredholm operator and K a compact operator. Then T +K is
also a Fredholm operator with the same index as T . (“The Fredholm index is invariant
under compact perturbation”)

Now we come to the connection between Fredholm modules and Fredholm operators.
The operator F itself is not Fredholm, but it “turns” other operators into Fredholm
operators.

Proposition 6.7. Let (A, π,H, F ) be a Fredholm module and q ∈ N. We define the
following Fredholm module over Mq(A) by

Hq = H ⊗ Cq, Fq = F ⊗ Iq, πq = π ⊗ idCq .

Let p be a projection in Mq(A). Then the operator

π−q (p)Fqπ
+
q : πq(p)

+H → πq(p)
−H

is a Fredholm operator. Its index does not depend on the representative of the class of
p in K0(A). Thus this induces a map

φ : K0(A)→ Z, φ([p]) = Ind(π−q (p)Fqπ
+
q ).

The map φ a special case of the Kasparov product of KK-theory:

K0(A) ×K∗(A) = KK(C, A) ×KK(A,C)→ KK(C,C) = Z

Where K∗(A) is a particular abelian group formed by equivalence classes of Fredholm
modules.
The relation of the two pairings is given by the following theorem.

Theorem 6.8. In the setting as before, we have for [p] ∈ K0(A)

〈[p],Ch(A, π,H, F )〉 = φ([p]).

The main thing to take away from this chapter is that Fredholm modules give
periodic cyclic cohomology classes and the pairing between HP 0(A) and K0(A), which
can a priori yield any real number, will always be an integer in the case that the
cohomology class comes from a Fredholm module.
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7. Application to Physics: The Quantum
Hall Effect

This chapter is the heart of this thesis. We will introduce the quantum Hall effect
and give a proof of the quantization of the Hall conductance according to the paper of
Bellisard, van Elst and Schulz-Baldes [2].

7.1 The Classical Quantum Hall Effect

Figure 1: Schematic experimental set-up of the Hall effect.
This Figure is taken from [2, Chapter 2.1].

The setting of the Hall effect is a thin rectangular plate, assumed to lie in the xy-plane,
on which electrons are confined to be. By applying an external, constant, homogeneous
electric field E in the y-direction, the electrons form a current moving along this di-
rection. In other words consider a standard conductor. We now additionally place a
constant, homogenous, magnetic field B perpendicular to the plane. Thus the Lorentz
force pushes the electrons into the x-direction. The current density into the x-direction
j turns out to be

j =
enδ

B
E =: σHE.

Here n denotes the volume density of electrons, e the elementary charge, δ the plate
thickness and σH is called Hall conductance. If we further define the filling factor
ν and the von Klitzing constant RH (h is the Planck constant)

ν =
hnδ

Be
, RH =

h

e2
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we easily see the relation

σH =
ν

RH
.

Thus the Hall conductance is simply a rescaled version of the filling factor. So, why do
we define all these quantities if they are essentially the same? Because in the regime of
low temperatures, low plate thickness and high magnetic field we observe that the Hall
conductance depends on the filling factor in a rather peculiar way.

Figure 2: Dependence of the Hall conductance on the filling factor.
The dashed line shows the classical behaviour. σ// is shown in arbitrary units.
This Figure is taken from [2, Chapter 2.1].

Instead of a simple line, we see that σH repeatedly jumps from one integer1 multiple
of 1

RH
to the next and then stays constant until the next jump occurs, as can be seen

in Figure 2. The Hall conductance stays constant whenever the direct conductance
σ//, the conductance in the direction of the electron flow, vanishes. The relationship
between the two conductances is interesting, but will not be covered here.
The reason for the integrality of the Hall conductance, meaning that it always seems
to be an integer multiple of the von Klitzing constant, is a deep theoretical problem.
We are going to present an argument via the theory of noncommutative geometry. In
the following sections we show how to associate a C*-algebra to this setup. The Hall
conductance is simply the Chern character of a certain Fredholm module over this
algebra applied to an eigenprojection multiplied by RH , so we will show the integrality
of σH by extending the result of Theorem 6.8.

1As we remarked in the introduction, we will only describe the integer quantum Hall effect that
neglects any interaction between electrons. For temperatures in the millikelvin regime, this approxi-
mation is no longer justified and a more difficult behaviour occurs: the fractional quantum Hall effect.
The jump size is no longer restricted to be an integer, but can also take some rational values. The
precise nature of the numbers that can occur as jump sizes is a topic of current research.
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7.2 Magnetism in Quantum Mechanics

We will first describe the n-dimensional setting and later specialize to two dimensions.
There are two, in general different, objects, that are called momentum. The well known
kinetical momentum, which simply is the product of mass and velocity pk,j = mẋj

and the canonical momentum, that arises in the Lagrangian description of classical
mechanics pc,j = ∂L

∂ẋj
. Here L = T − V denotes the Lagrangian of the system, the

difference between kinetic and potential energy. If the potential energy does not depend
on ẋj the two notions coincide because we have

pc,j =
∂L
∂ẋj

=
∂T

∂ẋj
=
∂(1/2mẋj

2)

∂ẋj
= mẋj = pk,j .

But this is not the case in the situation of the Hall effect. The Lagrangian for a particle
of mass m and charge q in the presence of a magnetic field B is given by

L = m
‖x‖2

2
+ q〈ẋ, A〉.

The magnetic vector potential A is (non uniquely) defined by the property ∇×A = B.
Hence we have

pc,j = mẋj + qAj = pk,j + qAj .

Now we have to switch from the classical to the quantum description. We will not
worry about the details of “quantizing a classical system" and simply declare that we
have to replace pk,j by the unbounded operator −i ∂

∂xj
acting on L2(Rn) with a suitable

domain2. Thus we have to replace pc,j by −i ∂
∂xj

+ qAj .

To lighten notation and specialize to the two-dimensional case with q = −e and ~B =

Bez, we denote the operators associated to the canonical momentum to x and y-direction
by px and py. Written out:

px = −i ∂
∂x
− eAx, py = −i ∂

∂y
− eAy

Now we come to the crucial observation

[px, py] = pxpy − pypx = ie
∂Ay
∂x
− ie∂Ax

∂y
= +ieB.

So, in the presence of a non-vanishing magnetic field, the momentum operators no longer
commute and the size of the magnetic field measures the amount of noncommutativity.
Thus – if we denote by U, V the unitary translation operators into x and y-direction
– we have (by a Baker Campbell Hausdorff type formula) UV = qV U , with q = eieB.
They exactly fulfil the relations of the noncommutative torus, a very interesting object,
which is the topic of our next section.
To conclude this section: The two-dimensional Hamiltonian in the presence of a mag-
netic field with strength B, associated potential A and no external potential takes the
form

HB =
p2
x + p2

y

2m
=

(pk,1 + qAx)2 + (pk,2 + qAy)
2

2m
. (7.2.1)

2In this section, we set ~ = 1
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7.3 The Noncommutative Torus

In this section we will give a definition of the noncommutative torus and survey some
known results, including its K-theory and cohomology.

Definition 7.1. Fix θ ∈ R. The noncommutative torus is the universal C*-algebra
generated by two unitaries u, v and the relation uv = e2πiθvu.

Aθ = C∗(u, v unitaries | uv = e2πiθvu)

The following map from Aθ=0 to C(T) with T = S1 × S1, S1 = {z ∈ C | |z| = 1}

Φ : Aθ=0 → C(T)

u 7→ ((z1, z2) 7→ z1), v 7→ ((z1, z2) 7→ z2)

is an isomorphism. This is the reason, why we call Aθ 6=0 noncommutative tori.
In the case θ 6∈ Z we can give an explicit representation of Aθ on L2(R/Z). We work
with R/Z instead of S1, because it will be more convenient later.

Lemma 7.2. Let U, V be the following operators

U : L2(R/Z)→ L2(R/Z), (Uf)(t) = e2πiθf(t)

V : L2(R/Z)→ L2(R/Z), (V f)(t) = f(t− θ)

Then the map

Φ : Aθ → C∗(U, V ) ⊆ B(L2(S1)) u 7→ U, v 7→ V

is a *-representation.

Proof. We have (U(V f))(t) = e2πi(t−θ)f(t−θ) and (V (Uf))(t) = e2πitf(t−θ). Since U
and V are furthermore unitary, they satisfy the relations of the noncommutative torus,
hence we get a (surjective) map Φ from Aθ to C∗(U, V ) ⊆ B(L2(S1)).

It will later turn out that this map is actually an isomorphism.

Definition 7.3. Let A be an unital C*-algebra, G a discrete3 group and α : G→ Aut(A)

a group homomorphism. Then the crossed product of A and G with respect to α is

Aoα G = C∗(a ∈ A, relations of A, ug unitaries ∀g ∈ G | 1A = ue,

uguh = ugh, u
∗
g = ug−1 , (α(g))(a) = ugau

∗
g ∀g, h ∈ G, a ∈ A)

We see that in the case G = Z such an α is completely determined by the image
of 1Z under α. The important thing for us is that Aθ can be written as the crossed
product Aθ = C(S1) oα Z, with α : Z → C(S1), u 7→ e2πiθu, where u is an unitary
generating C(S1). We want to calculate the K-theory of Aθ. This can be done with the
help of the following theorem by Pimsner and Voiculescu that gives an exact sequence
for the K-theory of a crossed product with Z.

3The definition can be generalized to locally compact groups.
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Theorem 7.4. ([16]) Let A be a C*-algebra and α : Z → Aut(A) a group homomor-
phism. Denote i : A→ Aoα Z, i(a) = au0. Then the following sequence is exact:

K0(A) K0(A) K0(Aoα Z)

K1(Aoα Z) K1(A) K1(A)

K0(idA−α) K0(i)

φψ

K1(i) K1(idA−α)

The maps ψ and φ can be constructed by a “Toeplitz extension”, but we will not need an
explicit description of them.

Now we want to apply this result to our specific situation and calculate the K-theory
of Aθ = C(S1) oα Z.

Proposition 7.5. We have K0(Aθ) = K1(Aθ) = Z⊕ Z.

Proof. First we need to calculate the induced maps K0(α) and K1(α).
Let [p] ∈ H(A) with (pi,j)i,j=1...n ∈Mn(A). Then we have

H(α)([p]) = [(α(pi,j)i,j ] = [(e2πiθpi,j)i,j ] = [e2πiθp] = [p].

The last equality holds, since γ : [0, 1] → Mn(A), t 7→ e2πiθtp is a homotopy between p
and e2πiθp. Therefore we have H(α) = idH(A) and by functoriality of the Grothendieck
construction also K0(α) = idK0(A).
Now K1(α): Let [u] ∈ K1(A) with (ui,j)i,j=1,...n ∈ Un(A). Then we have

K1(α)([u]) = [(α(ui,j))i,j ] = [(e2πiθIn)u] = [u].

The last equality holds, since e2πiθIn ∈ U∞0 (A). A path connecting the identity In with
e2πiθIn is for example γ : [0, 1]→Mn(A), t 7→ e2πiθtIn. Hence we get K1(α) = idK1(A).
Therefore the Pimsner-Voiculescu sequence takes the form:

K0(C(S1)) K0(C(S1)) K0(C(S1) oα Z)

K1(C(S1) oα Z) K1(C(S1)) K1(C(S1))

0 K0(i)

φψ

K1(i) 0

The zero maps allow us to extract two short exact sequences. Applying the result
of Example 4.5(ii) : K0(C(S1)) = Z = K1(C(S1)), they take the following form:

0→ Z→ K0(Aθ)→ Z→ 0

0→ Z→ K1(Aθ)→ Z→ 0

Since exact sequences of free abelian groups always split, we see that:

K0(Aθ) = K1(Aθ) = Z⊕ Z

We still need to find suitable representatives of the generators of K0(A). To do this
we need to make some preparatory definitions. From now on we will also assume that
θ 6∈ Q. Let us first define the following *-subalgebra of Aθ:

Bθ :=
{ ∑
n,m∈Z

an,mu
nvm : (|n|k + |m|k)|an,m| is bounded for all k > 0

}
⊆ Aθ
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Since in particular Bθ contains finite linear combinations of u, v, u∗, v∗, we see that it
is dense in Aθ. The map

τ : Bθ → C,∑
n,m∈Z

an,mu
nvm 7→ a0,0

can be shown to be a positive linear functional of norm 1. We also have

τ((umvn)∗(umvn)) = τ((v−nu−m)(umcn)) = τ(1) = τ((umvn)(umvn)∗).

So by linearity the identity τ(x∗x) = τ(xx∗) holds for a dense *-subalgebra and hence
τ is a tracial state. This trace can be used to show that Aθ is simple and one can
furthermore show that τ is the only trace on Aθ (see [8]). Note that both of these
properties are very different in the commutative case4! The simplicity of Aθ implies
that the map from Aθ to C∗(U, V ) in Lemma 7.2 is injective and hence bijective. This
will be used in the following result by Rieffel, that helps us to find explicit representatives
of K0(Aθ).

Proposition 7.6. ([18]) Let θ be in R \Q.

For all α ∈ (Z + θZ) ∩ [0, 1] there exists a projection P ∈ Aθ such that τ(P ) = α.

The projection satisfying the above for α = θ is called the Rieffel projection.

Proof. First note that e2πiθ = e2πiφ for θ ≡ φ mod 1, hence we can restrict θ to be in
(0, 1). Furthermore we have Aθ ∼= A1−θ, implemented by the map U 7→ Ũ , V 7→ Ṽ for
generators U, V of Aθ and Ũ , Ṽ for A1−θ. Hence we will fix θ ∈ (0, 1

2).
We prove this result for the explicit representation of Aθ on L2(R/Z) from Lemma 7.2.
Denote by Mf the multiplication operator for f ∈ C(R/Z). Let us first construct the
Rieffel projection P by making the following ansatz:

P = MgV +Mf +MhV
∗

The three properties P ∗ = P , P 2 = P and τ(P ) = θ will put conditions on f , g and h.
To determine these conditions, we will make use of the following commutation relations:

(V (Mfh))(t) = (V (fh))(t) = f(t− θ)h(t− θ) = (MV fh)(t− θ) = (MV fV h)(t)

⇒ VMf = MV fV

In the same way, we have V ∗Mf = MV ∗fV
∗.

Checking the relation P = P ∗

MgV +Mf +MhV
∗ = V ∗Mḡ +Mh̄ + VMh̄ = MV ∗ḡV

∗ +Mf̄ +MV h̄V

Comparing the coefficients gives us f = f̄ and g = V h̄⇐⇒ h = V ∗ḡ.
Checking the relation P = P 2

Using the commutation relation and h = V ∗ḡ we obtain:

P 2 = MgV gV
2 +MV ∗ḡ(V ∗)2ḡ(V

∗)2 +M|g|2+f2+|V ∗g|2 +M(V f+f)gV +M(f+V ∗f)V ∗ḡV
∗

4Every open subset of T yields an ideal of C(T) by considering the functions, that vanish on this
subset, so Aθ=0 is extremely far from being simple. We also have an abundance of traces, since every
element of C(T) gives a trace by integrating against it.
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Equating this with P = MgV + Mf + MhV
∗ and again comparing coefficients, yields

the following conditions:

gV g = 0, (V f + f)g = g,

|g|+ |V ∗g|2 + f2 = f

We can find functions f and g that satisfy these constraints. Let ε > 0 be such that
θ + ε < 1

2 and define:

f(t) =



t
ε for 0 ≤ t ≤ ε
1 for ε ≤ t ≤ θ
θ+ε−t
ε for θ ≤ t ≤ θ + ε

0 for θ + ε ≤ t ≤ 1

, g(t) =


√
f(t)− f2(t) for θ ≤ t ≤ θ + ε

0 else

One can check that all three conditions are satisfied, hence P = MgV +Mf +MV ∗gV
∗

is a projection. Now we have to confirm that τ(P ) = θ. By a density argument, one
can show that τ(

∑
n∈ZMfnV

n) =
∫ 1

0 f0(t)dt and hence

τ(P ) = τ(MV ∗ḡV
−1 +MfV

0 +MgV
1) =

∫ 1

0
f(t)dt =

ε

2
+ θ − ε+

ε

2
= θ.

Now for a general ξ = n+mθ ∈ (Z+θZ)∩ [0, 1], we note that C∗(U, V m) ⊆ Aθ gives us
a subalgebra, that is isomorphic to Amθ. Hence, we can apply the above construction
in Amθ and get a projection, that has as trace the fractional part of mθ. Since this is
exactly ξ, we establish that the image of τ is all of (Z + θZ) ∩ [0, 1].

With some more work one can show that [1], [p] are generators for K0(Aθ), but we will
not do this here5.
Proposition 7.6 also constitutes one part of the proof that two irrational rotation alge-
bras Aθ and Aϕ are isomorphic if and only if θ ≡ ±ϕ mod 1. The second part consists
of embedding Aθ into a so-called AF algebra. These approximately f inite C*-algebras
are those C*-algebras, that can be constructed as a direct limit of finite-dimensional
C*-algebras. In our case, the choice of finite-dimensional C*-algebras depends on the
continued fraction expansion of θ. For the proof we refer to [8, Chapter 6.3,6.4,6.5].
We now turn to cohomology, where we face the following problem: Although K-theory
and cyclic cohomology are defined in the same way for *-algebras without any further
structure and for C*-algebras, K-theory works best for C*-algebras and (this version of)
cohomology for plain *-algebras6. One way to deal with this is by identifying suitable
*-algebras of a C*-algebra such that the inclusion induces an isomorphism on K-theory
and then work with this *-subalgebra for the cohomological aspects. An important class
of such *-algebras is given in the following definition.

5This would require a more precise study of the short exact sequence 0→ Z K0(i)−−−→ K0(Aθ)
φ−→ Z→ 0.

Since K0(i)(1Z) = 1Aθwe would need to show that Φ([p]) = 1Z, to establish our claim.
6The reason that cyclic cohomology does not work that well for C*-algebras is mainly that our

tensor product does not incorporate the topological structure, see Chapter 8 for more on this.
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Definition 7.7. An unital subalgebra B ⊆ A of an unital C*-algebra is said to be stable
under holomorphic functional calculus, if for all b ∈ B and holomorphic functions
f on a neighbourhood of sp(a), we have f(a) ∈ B.

Lemma 7.8. Let B ⊆ A be an unital *-subalgebra of an unital C*-algebra, with inclusion
map i : B → A. If B is stable under holomorphic functional calculus, then K0(i) is a
group isomorphism.

The main point for us is that Bθ ⊂ Aθ is dense and stable under holomorphic
functional calculus7, hence K0(Bθ) = Z⊕Z. Such *-subalgebras, that are stable under
holomorphic functional calculus are the noncommutative analogue of a smooth manifold
structure on the C*-algebra. In the literature on noncommutative differential geometry
the focus lies on the smooth structure and therefore one often calls Bθ the noncommu-
tative torus instead of Aθ (for example in [7], [22] and [11]).
Let us now talk about the cohomology of Bθ for θ irrational. While we have HH0(Bθ) =

HC0(Bθ) = C[τ ] (since τ is the unique trace on Aθ and therefore also on Bθ), the higher
Hochschild cohomology groups are quite intricate. The behaviour depends on a number
theoretic property of θ, called the Diophantine condition. Details can be found in [7,
Chapter 3.2]. Surprisingly the periodic case is much easier since the cyclic cohomology
stabilizes extremely early: The vector spaces are finite-dimensional and we can even
find a nice basis in both cases. We define the following maps:

δ1, δ2 : Bθ → Bθ

δ1

( ∑
k,l∈Z

ak,lU
kV l
)

=
∑
k,l∈Z

kak,lU
kV l, δ2

( ∑
k,l∈Z

ak,lU
kV l
)

=
∑
k,l∈Z

lak,lU
kV l

These allow us to construct the 1-cocycles ϕ1, ϕ2:

ϕ1, ϕ2 : B2
θ → C

ϕ1(a0, a1) = τ(a0δ1(a1)), ϕ2(a0, a1) = τ(a0δ2(a1))

and also the 2-cocycle τ2 : B3
θ → C, τ2(a0, a1, a2) = τ(a0(δ1(a1)δ2(a2)− δ2(a1)δ1(a2))).

Now we are able to state Connes’ result on the periodic cohomology of Bθ; recall that
S is the periodicity operator from Section 5.2.

Theorem 7.9. ([6]) HP 0(Bθ) = HC2(Bθ) ∼= C2, with basis [Sτ ], [τ2].
HP 1(Bθ) = HC2(Bθ) ∼= C2 with basis [ϕ1], [ϕ2].

Using these generators for cohomology and denoting [P ] for the projection in Bθ, that
corresponds to the Rieffel projection under the isomorphism K0(Bθ) ∼= K0(Aθ), the
index pairing takes the following form:

〈[1], [Sτ ]〉 = 1, 〈[1], [τ2]〉 = 0, 〈[P ], [Sτ ]〉 = θ, 〈[P ], [τ2]〉 = 1

In particular we have 〈K0(Bθ), [τ2]〉 ⊆ Z.

7This is the reason, why we defined Bθ the way we did and not just as finite linear combinations,
which would have been sufficient for everything thus far.
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Proof. Explicitly Sτ acts as (Sτ)(a0, a1, a2) = τ(a0a1a2). Thus we have:

〈[1], [Sτ ]〉 = (Sτ)(1) = τ(1 · 1 · 1) = 1, since τ is unital.

〈[P ], [Sτ ]〉 = (Sτ)(P ) = τ(P 3) = τ(P ) = θ, by construction of the Rieffel projection P .

〈[1], [τ2]〉 = τ2(1) = τ(δ1(1)δ2(1)− δ2(1)δ1(1)) = τ(0) = 0.

The calculation for 〈[P ], [τ2]〉 = 1 is more difficult and we again refer to [6].

To put the results from this section into the context of this thesis, we need to point
out that Aθ is not the C*-algebra, that we will associate to our system in the next
section. Even though this is not the case, there seems to be a connection between the
two algebras. Both of them are constructed as a crossed product, they both are tracial
and there will also be an analogue of the cocycle τ2, that will be extremely important. In
the case that our system has a lattice symmetry, the two algebras are Morita equivalent,
according to [7, Chapter 4.6]. However, for a completely general disordered system, I
have not been able to find a statement on the precise relationship in the literature.
Nevertheless, I hope that this section will turn out to be helpful in the understanding
of the coming material and will remedy the lack of proofs in this thesis so far.

7.4 The Observable Algebra

In this section we will sketch how to construct a C*-algebra from our system, according
to [2, Chapter 3.5,3.6]. For more information on the general framework we refer to [1].
Firstly one constructs a compact space Ω, that is given as a strong closure of a certain
set of operators. This space models the translation symmetry of our problem. We
have a group action of R2 on Ω and use it to twist the multiplication and involution
on A0 = Cc(Ω × R2). The strength of the magnetic field influences how much the
multiplication twist occurs, thus our resulting algebra will depend on B. For each
ω ∈ Ω we get a representation of A0 on L2(R2), denoted by πω. These representations
allow us to define a C*-norm on A0 in the following way:

‖A‖ = sup
ω∈Ω
‖πω(A)‖2

Finally we complete Cc(Ω × R2) with respect to this norm. The resulting C*-algebra
will be denoted by A and this is the C*-algebra, which we associate to our system. The
representations πω can be extended to A. We need to define several further structures
on A. Firstly a trace: Let P be a measure on Ω, that is invariant under the action of
R2 and ergodic with respect to this action. We define for A ∈ A0

T (A) =

∫
Ω
A(ω, 0)dP (ω).

This definition can be extended toA. The map T is tracial and independent of the choice
of P . It allows us to apply the GNS-construction (see [4, Chapter II.6.4]). The weak
closure of the image of A under the GNS-representation is by definition a von Neumann
algebra, denoted by W (the enveloping von Neumann algebra of A). It is important to
extend our C*-algebra toW since we will later need eigenprojections of an element of A,
but they are only guaranteed to live inW since we apply measurable functional calculus.
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Actually we need these eigenprojections to belong to a noncommutative Sobolev space
S. Analogously to the classical Sobolev space8, we define an inner product on A0 which
also accounts for derivatives:

〈A,B〉 := T (A∗B) + T (∂1A
∗∂1B + ∂2A

∗∂2B)

With ∂jA(w, x) = ixjA(w, x) for A ∈ A0. The completion of A0 under this inner
product is the noncommutative Sobolev space S.
To conclude this section, the objects, we have defined, satisfy the following chain of
inclusions:

A0 ⊆ A ⊆ W ⊆ B(L2(R2))

A0 ⊆ S ⊆ W ⊆ B(L2(R2))

7.5 A Fredholm Module over A0

Now that we have introduced our algebra, we are able to define the following collection
of Fredholm modules, parameterized by Ω:

Example 7.10. Choose A to be A0, Ĥ = H+ ⊕ H− = L2(R2) ⊕ L2(R2). For ω ∈ Ω,
take as the representation of A0 on Ĥ the direct sum of πω with itself:

π̂ω(A) =

(
πω(A) 0

0 πω(A)

)

We furthermore choose F =

(
0 u

u∗ 0

)
, with u = X1+iX2

|X1+iX2| and X1, X2 the two compo-

nents of the position operator on L2(R2).

The grading operator is simply given by

(
idL2(R2) 0

0 − idL2(R2)

)
.

In the next section we will relate the Chern character of these Fredholm modules to the
Hall conductance.

7.6 The Integrality of σH

In this section we show how the tools we have developed so far can be used to show
the integrality of the Hall conductance. The main formula, that we need to connect
physics with math is the Kubo formula. For a derivation, we refer to [2, Chapter 4.2]
and simply state the result here. Let H be a Hamiltonian of the form

H = HB + V (7.6.1)

with V a bounded potential, i.e. V ∈ L∞(R2) and HB from 7.2.1. The first summand
is simply a free Hamiltonian in the presence of a magnetic field and V models all effects
that we have not considered, for example thermal fluctuations, external perturbations

8by this we mean H1 = W 1,2
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and impurities. The fact that all that follows can be proven without putting any re-
strictions on V , apart from the boundedness, shows the enormous robustness of the
quantum Hall effect. Besides its robustness, the quantum Hall effect can also be mea-
sured extremely precisely. This actually comes from a non-vanishing potential; as long
as the disorder and randomness are not too big they “localize” the otherwise spread out
quantum states. These two aspects explain the importance of the quantum Hall effect
in physics. For a physical treatment of the precision and robustness of the quantum
Hall effect see for example [21, Chapter 2.2].
But now back to the Kubo formula and mathematics: We denote by µ the Fermi
level, a physical quantity, that parametrizes the energy distribution in a material and
Pµ := χ(−∞,µ](H) the spectral projection onto energies less than the Fermi level.

Proposition 7.11. (Kubo formula) If µ 6∈ spec(H) and Pµ ∈ S, we have in the zero
temperature limit:

σH =
2πi

RH
T (Pµ[∂1Pµ, ∂2Pµ]) (7.6.2)

To connect this with the things, that we did in the last chapter, we notice that if we
define

τ2 : A3
0 → C,

(P,Q,R) 7→ 2πiT (P [∂1Q, ∂2R])

the relation 7.6.2 can be expressed as σH = 1
RH

τ2(Pµ, Pµ, Pµ).
Of course, we have simply rewritten the equation, but the advantage of it lies in the fact
that τ2 is actually a cyclic cocycle. Even more is true, τ2 is in fact the Chern character
of the Fredholm module from the last section. Its evaluation on a projection in A0 is
therefore an integer and since Pµ is a projection it looks as if we had already achieved
our goal. Unfortunately this is not the case because Pµ is not necessarily an element of
A0.
Since H is an unbounded operator, it is in general not so easy to treat it in an oper-
ator algebraic framework because (concrete) C*-algebras (and thus also von Neumann
algebras) contain by definition only bounded operators. The best situation is when the
unbounded operator H is affiliated to the von Neumann algebra M , intuitively this
means that we can approximate H arbitrarily well by elements of A. Mathematically
this is the case when every unitary in the commutant of M commutes with H. If H
is affiliated to M every spectral projection of H lies in M .9 In [2, Chapter 3.6], the
authors claim that the Hamiltonian from 7.6.1 is affiliated to our C*-algebra A. Ac-
cording to their definition, this means that the resolvent of H lies in A. I am not sure,
but I suspect that this definition is equivalent to H being affiliated to the enveloping
von Neumann algebra A′′ = W according to our definition. We would therefore have
Pµ ∈ W.
Independent whether this is true or not, we have that under reasonable physical as-

9If A is affiliated to M , then f(A) is also affiliated to M for all Borel measurable functions f [20,
Chapter 9]. In the case that f is bounded, we have f(A) ∈ B(H). But an affiliated operator, that lies
in B(H) is already an element M . Hence we have that all spectral projections χ(−∞,a](A) lie in M ,
since characteristic functions are bounded.
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sumptions10 Pµ ∈ S. So in the following we will take it as a given.
In this section we will extend the results of the last chapter to projections in S, which
therefore proves the integrality of σH .
To this end, we have to quote three statements, that are necessary for the proof of our
main theorem (see [2, Chapter 4.6,4.7]).
The first of them relates the Dixmier trace to the trace T , that we defined on A. Recall
that dT = [F, T ]S .

Theorem 7.12. The Fredholm module (A0, Ĥ, π̂ω, F ) defined in Example 7.10 is
2+-summable. For every A ∈ A0 the following formula holds:

T (|∂1A+ ∂2A|2) =
2

π
TrDix(|dπω(A)|2)

This formula can be continued to elements of the Sobolev space S.
In particular we have that dπω(A) ∈ L2+

(
L2(R2)

)
if A ∈ S.

The second theorem allows us to calculate the cyclic cocycle τ2 by integrating the graded
trace over Ω.

Theorem 7.13. For A0, A1, A2 ∈ A0 we have the formula∫
Ω
dP (w) TrS(π̂ω(A0)π̂ω(A1)π̂ω(A2)) = τ2(A0, A1, A2) (7.6.3)

The last fact, that we need is similar to Theorem 6.8. It relates the graded trace to the
Fredholm index of an operator.

Proposition 7.14. Let P ∈ A0 be a projection such that dπ̂ω(A) ∈ L3(L2(R2)).
Then πω(P )u|πω(P )H− is a Fredholm operator with index:

Ind
(
πω(P )u|πω(P )H−

)
= TrS

(
π̂ω(P )π̂ω(P )π̂ω(P )

)
Now we come to the main theorem of this thesis:

Theorem 7.15. Let P be a projection in S. Then we have

τ2(P, P, P ) = Ind
(
πω(P )u|πω(P )H−

)
In particular τ2(P, P, P ) is an integer.

Proof. By the assumption P ∈ S and Theorem 7.12 we know that dπω(P ) ∈ L2+
(
L2(R2)

)
,

therefore we also get dπ̂ω(P ) ∈ L2+(Ĥ). Since L2+ ⊆ L3 holds, we have that
dπ̂ω(P ) ∈ L3(H). So we can apply Proposition 7.14 and get
TrS(π̂ω(P )π̂ω(P )π̂ω(P )) = Ind

(
πω(P )u|πω(P )H−

)
. Plugging this into 7.6.3 yields:

τ2(P, P, P ) =

∫
Ω
dP (w) Ind

(
πω(P )u|πω(P )H−

)
Now we show that Ind

(
πω(P )u|πω(P )H−

)
is P-almost surely independent of ω. Since

orbits of the group action are invariant under this action, we have by ergodicity that the
10namely that the so-called “localization length” is finite. This is not necessary, but sufficient to show

that Pµ ∈ S. For more on the details, see [2, Chapter 5.2].
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probability of each orbit is either 0 or 1. Therefore we only need to show that the index
is invariant under the action of R2. If we denote the translation by a ∈ R2 with Ta, we of
course have that ω is translated to Taω. The authors of [2] now claim that translating
u by a changes it to u + O

(
1
|X|

)
, which supposedly implies that πω(P )u|πω(P )H− is

changed to πTaω(P )u|πTaω(P )H− + K, where K is a compact operator. Even though I
spent a lot of time thinking about it, this step is unfortunately still not quite clear to
me. However, if we accept the statement, the proof is immediate since by Lemma 6.6
the Fredholm index is invariant under compact perturbation.

As a corollary, we get the integrality of the Hall conductance.

Corollary 7.16. If the localization length is finite and µ 6∈ spec(H), we have in the
temperature zero limit:

σH ∈
Z
RH

Proof. Apply Theorem 7.15 to the projection Pµ. By the Kubo formula, the result
follows.
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8. Outlook

We have presented an introduction to noncommutative geometry and the interesting
application towards the quantum Hall effect. For both topics, there are further direc-
tions to look at, that we have not covered here. In this last chapter we will give a
non-comprehensive list of some of them.
As we have already noted, the fractional quantum Hall effect is still a topic of current
research; an introduction to it is given in [2, Chapter 7] or [21, Chapter 3]. There are
several explanation attempts for the fractional quantum Hall effect. This article [14] by
Marcolli and Mathai gives some models based on noncommutative geometry.
Since the fractional quantum Hall effect cannot be explained without considering the
interaction between the electrons, the mathematics that is used needs to be able to deal
with quantum field theory and especially a possibly infinite number of particles. To do
this, finitely summable Fredholm modules are insufficient; one needs a generalization of
them, so-called θ-summable Fredholm modules. Related to this is an extension of cyclic
cohomology, that is better suited for infinite-dimensional (topological) algebras, namely
entire cyclic cohomology. A treatment of both of these concepts and the relation to
quantum field theory can be found in [7, Chapter 4.7,4.8,4.9].
Besides the quantum Hall effect the methods and approach, that we have used here can
also be applied in similar ways to many systems from solid state physics. Two sources,
that discuss this general framework are [1] and [17]. The latter uses more heavy machin-
ery from noncommutative geometry and also covers topological insulators, a fascinating
and rather new topic.
From the purely mathematical side, we have only scratched the surface regarding non-
commutative geometry. Besides the fact that a C*-algebra is a reasonable definition for
a noncommutative space, there are also noncommutative versions of a (smooth) mani-
fold, a Riemannian metric and a spin structure. All of this culminates in the concept of
a spectral triple: This is essentially the same as a Fredholm module, but the operator
F is no longer required to be bounded. To every compact Riemannian spin manifold
(M, g), one can associate a spectral triple in the following way: Choose as the underlying
*-algebra A = C∞(M), as Hilbert space the space of L2-spinors H and the Riemannian
metric induces the canonical Levi-Civita connection, from which one can construct a
so-called Dirac operator D, which is an unbounded operator on H. Then (A,H,D) is
a spectral triple. The crucial point is that the converse also holds. If (A,H,D) is a
commutative spectral triple, meaning that A is a commutative algebra and five further
conditions are satisfied then the Connes reconstruction theorem guarantees the exis-
tence of an unique compact manifold together with a Riemannian and spin structure
such that the above-described construction yields the spectral triple, we started with.
For an introduction to spectral triples, we refer to [22] and [9, Chapter 9,10,11]. The
latter also contains a proof of the reconstruction theorem.
Besides their rich mathematical structure, Connes also developed an approach to the
Standard Model of physics based on a spectral triple, see [5].
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